
School of Ocean & Earth Science & Technology
1000 Pope Road
Honolulu, HI 96822 * t.---.

AD-A286 5 0 University of Hawai'i

AD? A286,580 August 31, 1994

Mrs. Carlena Leufroy
Administrative Contracting Officer
office of Naval Research -i-
565 S Wilson Avenue
Pasadena, CA 91106-3212

SUBJ: Contract N00014-87-K-0181

Dear Mrs. Leufroy:

Attached please find Final Technical Reports, Performance
Reports, or transmittal documents for subject grant under the
direction of C. Barry Raleigh, Dean, School of Ocean and Earth
Science and Technology. Also attached are publications resulting
from the research made possible through subject ONR grant.

We are presenting the reports and publications, provided by
the PI's, in the proposal/contract format. We will continue to
r.eek the information requested from those who have left the
University of Hawaii.

The School of Ocean and Earth Science and Technology,
University of Hawaii is grateful for the continued support of the
Office of Naval Research for our marine geophysical, oceanographic
and atmospheric studies.

Respectfully submitted,

19436124e Richar .Lnie~
C) surnmhI~~l~~~lDirectorAdmini rto

9 Garrod
Interim Director of Research

RLL: cy D fTIC -1T~- 1-7-D2 .

Depanmrot of Ceology and Cophysics D epataot of Meteorology * Department of Ocean Engoeering
Department of Oceanography e Hawail Institute of Geophysics * Hawaii institute of Marne Biology AN EQUAL
Hawaii Natural Energy Institute o Hawaii Undersea Research Laboratory * Sea Grant Colege Program OPPORTUNnY
Joint Insutute for Matne and Atnospheic Resarch , Waddild Aquadumn EMPLOYER

j I



Best
Available

Copy



Contract N00014-87-K-0181

4

Final Reports for ONR Omnibus Proposals

September 1, 1994

Fo

W ISMA
MIhC TAB' !

Dist, butionI

fDist

94-31854

9le



Contract N00014-87-K-0181
Page Three

TABLE OF CONTENT

A. Administration

B. Dynamics of Small-scale Ocean Motions (P. Muller)

C. Seismic Anisotropy (G. Fryer)

D. Low Frequency Modulus Measurements on Marine
Sediments and Sedimentary Rocks (M. Manghnani)

E. Diagnetic and Sedimentological Studies(J. Schoonmacher)

F. Geoacoustic Studies (M. Manghnani

G. Marching the Elastodynamic Wave Equation (N. Frazer)

H. Theoretical & Computational Studies in Marine
Seismology (N. Frazer)

I. Correction and Quantitative Analysis of
SeaMARC II Sonar (T. Reed)

J. Development of an In-situ Dissolved Hydrogen
Sensor for Marine Applications (F. Sansone)

K. Long-Term ULF/VLF Ambient Ocean Noise Measurements
from the Wake Island Hydrophone Array (McCreery)

L. Calibration of the Acoustic Characterisitcs of the
SeaMARC II System (H. Matsumoto)

M. Application of Advanced Multichannel Laser Raman...
in Marine Chemistry (S. Sharma)

N. Sensory Perception by Zooplankton: ... a Carnivorous
Marine Copepod (J. Yen)



T-

Contract N00014-87-K-0181

Administration

The overall coordination, direction and
administration of the projects in the Contract
N00014-87-K-0181 was the responsibility of C. Barry
Raleigh, Dean of the University of Hawaii School of Ocean
and Earth Science and Technology (SOEST). In 1989, the
Board of Regents of the University approved the creation
of SOEST with the Hawaii Institute of Geophysics (HIG)
as a unit of the School.

Dr. Roy Wilkens, HIG-P staff scientist, is the
appointed central point for coordination of subtask
operational requirements and site review coordination.
Any inquiries regarding the individual subtask reports
should be directed to Dr. Wilkens or the subtask
investigator as approriate.

All funds received under this grant for the
Administration of the contract have been obligated as
defined in the contract award.

We are grateful for the continued support of the
Office of Naval Research for marine, oceanographic,
geophysical and meteorological research at SOEST.

C. Barry Raldigh
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Posted: Wed, Feb, 9, 1994' 2:11 PM EST Msg: GGJE-6083-2841
o Fi: P.MULLER

To! ONkOAP.DIV (rec)
CC: PMULLERI'O

' NET
Subj: ** ONR R I. Report (PO) **

t 'Peter Muller
University of Hawaii
1000 Pope Road, MSB 307
Honolulu, HI 96822

(808) 956-8081

SCIENCEnct Mailbox: P.MULLER/OMNET

Dynamics of Small-Scale Oceanic Motions

Research Goals:
Description and modeling of the kinematical structure and dynamical

processes of oceanic motions that have horizontal scales from a few

meters to a few kilometers. Understanding the role that these

small-scale motions play in the redistribution and mixing of
momentum, potential vorticity, heat, and salt.

Objectives:
Identify the processes that affect the kinematical and dynamical
evolution of near-inertial inteml gravity waves, especially those

processes that can transfer energy out of near-inertial internal
waves
into the internal wave continuum.

Approach:
Theory and numerical modeling.

Tasks Completed:
Theoretical analysis of model equations that filter out high
frequency internal waves, low frequency (geostrophic) currents and
barotropic motions and that describe efficiently the kinematical
and dynamical evolution of near-inertial internal gravity waves.
Determination of the Green's function for a linearly stratified
ocean. Analytical representation of the horizontal and vertical
dispersion of near-inertial wave packets for a linearly stratified
ocean.

Scientific Results:

Fluctuations in the atmospheric windstress excite inertial
oscillations in the surface mixed layer and a fraction of the



cncrgy frot these oscillations penetrates the ocean interior as
ncar'inertial internal waves. The further kincmatic and dynamic

unidcrstc. I'Thie 'wavesdonot-propagate well. (Their horizontal
and vcrtical group veclcity appr oahes zero as their frequencies
approach the Coi1frio lies' ny). Tlie waves also do not interact

well. (Resoiant-interactions among neir-in'etial internal waves are
impossible). To investigate the effectshat deterfiine tb,.
evolution of near-inetial ifite'ral waves, model equatio6s have
been derived that filterout-the effect of high frequency internal
waves, owfrequency (geostrophic) cuftents and'birotropic motions
but retain the effects of wMridstress' forcing; non tpnear self-nteraction,,lateral variatons'of.ocean noi y frequencyi 'depth, 6byancyrqec
and Coriolis frequency, the meiidional component of the 'earth's
rotation, and the interaction with a prescribed mean flow. These
equations are well suited for theoretical investigations and
numerical simulations. The dispersion of near-inertial wave
packets for a linearly stratified ocean can be represented
analytically.

Accomplishments:
Theoretical analysis of filtered model equations for near-inertial
internal waves that allow focuwd theoretical investigations and
efficient numerical simulations.

ONR-Sponsored Publications

P Lien, R. C. and P. Muller, 1992: Normal mode decomposition of
small-scale oceanic motions. J. Phys. Oceanogr.,22, 1583-1595.

P Muller, P., 1993: Diapycnal mixing in the ocean: a review.
In: Large Eddy Simulation of Complex Engineering and

Geophsicz Flows. Cambridge
Univers,"y Prcs,, 455-487.

PS Schneider, N. ind P. Muller, 1993: On the sensitivity of the
surface equatorial ocean to the parameterization of vertical
mixing. 3. Phys. Oceanogr. (accepted)

PS Muller, P., 1993: Ertel's potential vorticity theorem in
ph 'sical oceanography.

PI Garwood, R. W., Jr., P. Muller and A. Guest, 1993: Modeling
the equatorial cntrainmcnt zone: Response to diurnal surface
forcing.

PI Lien. R. C., E. Firing and P. Muller, 1993: Observation of
strong inertial oscillations after typhoon Ofa.



-PI Kioostcrzicl,'R. C. and P. Muller, 1994: Evolution of near-
inertial wave packets, Part I: Projection onto normal modes.

PI Kloosterziel, R. C. and P. Muller, 1994: Evolution of near-
inertial wave packets, Part II: 'Complete solution.

Statistics
I Papers published, refereedjournals
2 Papers submitted, refereed journals
I Books or chapters published, refereed publication
0 Books or chapters submitied, refereed publication
0 Invited presentations
0 Contributed presentations
0 Technical reports and papers, non-refereed journals
0 Undergraduate students supported
2 Graduate students supported
0 Post-does supported
I Other professional personnel supported

EEO/Minority Support
0 Female grad students
0 Minority grad students
1 Asian grad students
0 Female post-does
0 Minority post-docs
0 Asian post-does

Patents and awards

Influences:
D'Asaro, E. A., 1989: The decay of wind-forced mixed layer
inertial oscillations due to the Beta effect. J. Geophys. Res., 94,
2045-2056.

Hasselmann, K., 1970: Wave-driven inertial oscillations. Geophys.
Fluid Dyn., 1, 436-502.

Kunze, E., 1985: Near inertial wave propagation in geostrophic
shear. J. Phys. Oceanogr., 15, 544-565.

Watson, K. M., 1990: The coupling of surface and internal gravity
waves. J. Phys. Occanogr., 20, 1233-1248.



Posted: Thu, Nov 5, 1992 4:58 PM EST Msg: LGJC-5440-3880
From: P.MULLER -

To: ONR.OAP.DIV (rec)
CC: P.MULLR/OMNET
Subj: ** ONR P.1. Report (PO)

<<<,<

Peter Muller
University of Hawaii
1000 Pope Road, MSB 307
Honolulu, HI 96822

(808)956.8081

SCIENCEnet Mailbox- P.MULLER]OMNET

Dynamics of Small-Scale Oceanic Motions

Research Goals:

Description and modeling of the kinematical structure and
dynamical processes of oceanic motions that have horizontal
scales from a few meters to a few kilometers. Understanding
the role that these small-scale motions play in the
redistribution and mixing of momentum, potential vorticity,
heat, and salt. Contribute to the construciton of a global
numerical model that will predict this redistribution and mixing.

Objectives:

Identify the processes that affect the kinematical and
dynamical evolution of near-inertial internal gravity waves,
especially those processes that can transfer energy out of
near-inertial internal waves into the internal wave
continuum. Simulate these prccesses in a numerical model.
Assess the feasibility of monitoring the upper ocean internal
wave field from routinely taken measurements with ship
mounted Acoustic Doppler Current Profilers. Assess the
feasibility of using such observations for verification
and calibration of numerical models.

Approach:
Blend of data analysis, theory and numerical modeling.

Tasks Completed:

Derivation of model equations that filter out high frequency



inlerni aves, low frequency (gestrophic) currents and
bandd o anddeOcribe'efticieriily the kinematical

"ynaicalevoluiin of near-inetial internaigiavity
waves.;-hitiat etical ial'sis and numet1'al-
,'imel _1 -iif ih'equ tioi-s._.Prparation of current

ineisureeriin'taken by a ship mounted Acoustic Doppler Current
Profilei in the wake of hunicane Ofa for modeldata comparison.

Scientific Results:

Fluctuations in the atmospheric windstress excite inertial
oscillaiiris in,ihe surfice mixed layer a.,4 a fraction of the
neigy'from thes silliti6ns penetra;" theocean interior

" as near-initial internalwaves, 'ie further kinematic and

dynamic ev'olition oi these near-inertial iniernal waves is
not wellunderstood., These waves do not propagate well.

-(Their horizontal and vertical group velocity approaches zero
as their frequencies'approach the Coriolis frequency). These
waves also do not interact well. (Resonant interactions among
near-inertial internal waves are impossible). To investigate
the effects that determine the evolution of near-inertial
internal waves, model equations can be d.-rived that filter out
the effect of high frequency internal waves, low frequency
(geostrophic) currents and barotropic notions, but retain the
effects of windstress forcing, nonlinear self-interaction,
lateral variations of ocean depth, buoyancy frequency and
Coriolis frequency, the meridional component of the earth's
rotation, and the intetaction with F prescribed mean flow. These
equations are well suited for theoretical investigations and
numerical simulation.

Accomplishments:

Derivation of filtered model equations for near-inertial
internal waves that allow focused theoretical investigations
and efficient numerical simulation.

ONR-Sponsored Pubfications

P- Lien, RL-C., and P. Muller, 1992: Consistency
relations of gravity and vortical modes in the ocean.
Deep Sea Res., 39, 1595-1612.

PS- Schneider, N., and P.Muller, 1992: On the
sensitivity of the surface equatorial ocean to the
parameterization of vertical mixing. J. Phys. Oceanogr.

PS- Muller, P., 1992: Diapycnal Mixing in the Ocean: a
review. In: "Large Eddy Simulation of Complex
Engineering and Geophysical Flows, Cambridge



University Press." (in press)

PS& Lle,R..C.,/and P. Muller, 1991: Normal mode

decomposition of small-scale oceanic"Motions. 3.

Phys. Oceanogr. (in press)

PI- Kunze, E., aid P. Muller, 1991: Internal wave-driven

Ekman flow in the ocean interior.

PI- Garwood, R.W., Jr., P.C. Chu, P. Muller and N.

Schneider, 1991: Modeling the equatorial entrainment

zone: Respofs to diurnal surface forcing.

P1- Lien, R.-C., E. Firing and P. Muller, 1992: Observations of

strong inertial oscillations after the passage of

typhoon Ofa,

Pl- Muller, P., 1991: Ertel's potential vorticity

theorum revisited.

R- Lien, R.-C., and P. Muller, 1991: Estimates of

small-scale horizontal divergence and relative

vorticity in the ocean. In: "Dynamics of Oceanic

Internal Gravity Waves. Proceedings, 'Aha Huliko'a

Hawaiian Winter Workshop, School of Ocean and Earth

Science and Technology, Special Publication." 143-156.

Statistics
1 Papers published, ref '.-i journals

3 Papers submitted, rcfereed journals
0 Books or chapters published, refereed publication

0 Books or chapters submitted, refereed publication

0 Invited presentations
0 Contributed presentations
1 Technical reports and papers, iion-refereed journals

0 Undergraduate students supported
2 Graduate students supported
0 Post-docs supported
1 Other professiorial personnel supported

Zi *O 'Minority Support
0 i-cale grad students
0 Minority grad students
0 Asian grad students
0 Female post-does
0 Minority post-doc;
0 Asian post-docs

Patents and awards



t Inifluenices:

D Asaro.A., 1989. Thre decay of wind-forced mixed layer
ine rtial oscillations due to the Beta effect. 3. GeoPhys.
Re~s.;94 '2045 2056.

t Hasselninn K 1970: Wave-driven inertial oscillations.

Geo'phys. Fluid Dyn. 1, 463-502.

Kunze, E.,,1985: Near inertial wave propagation in

geostrophic shear. J. Phys. Oceanogr., 15,3544.565.

Watson, KM., 1990: The coupling of surface and internal
gravity waves. J. Phys. Oceanogr., 20, 123341248.
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0 Minority grad students
0 isian-grad students

o Female post-docs
0 Minority post-docs
0 Asian post-docs

Patents and awards /

Influences:
Brink, K.H. 1989: Evidence or wind-driven current
fluctuations in the Western North Atlantic. J. Geophys.
Res., 94, 2029-2044.

Luther, D., Chave, A.D., illoux, J., and P. Spain, 1990:
Evidence for local and n9 local barotropic responses to
atmospheric forcing during bempex. Geophysical Research
Letters, 17, 949-952. /

Posted: Fri, Nov 8, 1991 7:28 PM EST Msg: BGJB-4990-4028
From: P.MULLER
To: ONR.OAP.DIV rec)
Cc: P.MULLER/OMN
Subj: ** ONR P.I. Report (PO) ***

Peter Muller

University of Hawai , Department of Oceanography
1000 Pope Road, MS 301
Honolulu, Hawaii 96822

(808) 956-8081

SCIENCEnet Mailbox: P.MULLER/OMhET

The Dynamics of Oceanic Internal Gravity Waves

Research Goals:
Understanding the dynamics of oceanic internal gravity waves
and their role in redistributing and mixing momentum,
potential vorticity, heat, and salt.

Objectives:
Review our current knowledge and understanding of the
dynamics of oceanic internal gravity waves. Assess the
feasibility of constructing a global model to predict the
internal wave field and (diapycnal) mixing.

Approach:
Conducting workshop with leading experts in the field.

-8-
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Tasks Clompleted:
A four-day workshop on "The Dynamics of Oceanic Internal
Gravity Waves" was convened from January 15 to 18 in
Honoluld, Hawaii. The workshop brought together ocean
theorists, modelers and observers and a few meteorologists.

The lectures of the participants are published in the
proceedings volume:

Muller, P. and D. Henderson, 1991: Dynamics of Oceanic
Internal Gravity Waves. Proceedings, "Aha Huliko'a Hawaiian
Winter Workshop", School of Ocean and Eafth Science and
Technology, Special Publication.

and in the summary article:

Muller, P.,E. D'Asaro and G. Holloway, 1991: Internal
Gravity Waves and Mixing. EOS, T:ansactions, American
Geophysical Union.

Scientific Results:
Internal waves and their effect on larger scales remain a
basic and important issue. Recent progress suggests that we
have the tools and conceptual framework to predict the
internal wave field and diapycnal diffusivities globally in
the not too distant future. Such optimism is not warranted
for the prediction of internal wave induced momentum fluxes
and isopycnal dispersion.Present understanding is focussed
on the upper ocean and thermocline. We are less clear about
internal wave ivehavior in shallow seas, the abyss and near boundaries.

Accomplishments:
Identification of the issues that need to be addressed in
order to understand the physics necessary for the
construction of a global internal wave model.

ONR-Sponsored Publications
PS- Muller, P., E. A'Asaro and G. Holloway, 1991: Internal

Gravity Waves and Mixing. EOS, Transactions, American
Geophysical Union.

R- Muller, P., and D. Henderson, 1991: Dynamics of Oceanic
Internal Gravity Waves. Proceedings, "Aha Huliko'a
Hawaiian Winter Workshop, School of Ocean and Earth
Science and Technology, Special Publication."

Statistics
0 Papers published, refereed journals
0 Papers submitted, refereed journals

-9-
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0 Books or chapters published, refereed publication
O Books or chaptr's submitted, refereed publication
0 Invited presentations
0 Contributed presentations
2 Technical reports and papers, non-refereed journals
0 Undergraduate students supported
0 Graduate students supported
0 Post-docs supported
0 Other professional personnel supported

EDO/Minority Support
0 Female grad students
0 Minority grad students
0 Asian grad students
0 Female post-docs
0 Minority post-docs
0 Asian post-docs

Patents and awards

Influences:
VAMDI Group (Hasselmann, S., Hasselmann K., Bauer, E.,
Janssen, P.A.E.M., Koman, G.J., Bertotti, L., Lionello, P.,
Guillaume, A., Cardone, V.C., Greenwood, J.A., Reistad, M.,
Zambresku, L., and J.A. Ewing, 1988: The WAM Model-A Third
Generation Ocean Have Prediction Model. J. Phys. Oceano.
18, 1775-1810.

-10-
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:Posted: Mon, Nov 5, 1990 8:07 PH EST Msg: FGJA-4470-4134

From: P.MULLER
To: ONR.OAP.DV (rec)
'CC: P.MULLER/OMNET
Subj: ** ONR P.I. Report (PO) *

Peter Muller
University of Hawaii, Department of Oceanography
1000 Pope Road, MSB 307
Honolulu, HI 96822

808/956-8081

SCIENCEnet Mailbox: P.MULLER/OMNET

Dynamics of small-scale oceanic motions

Research Goals:
Description and modeling of the kinematical structure and
dynamical processes of oceanic motions that have horizontal
scales from a few meters to a few kilometers. Understanding
the role that these small-scale motions play in the
redistribution and mixing of momentum, potential vorticity,
heat, and salt.

Objectives:
Arriving at a complete kinematical description of small-scale
motions in terms of gravity and vortical (i.e., potential
vorticity carrying) motions.

Assessing the feasibility of monitoring internal wave
parameters from routinely taken measurements with ship
mounted Acoustic Doppler Current Profilers.

Determining and parameterizing the effect of internal gravity
waves absorbed in critical layers.

Approach:
Theoretical and data analyses.

Tasks Completed:
Estimation of frequency spectra of relative vorticity and
horizontal divergence from three-point measurements in the
IWEX (Muller et al., 1976) array. Comparison with the
predictions of Garrett and Munk spectral models.

Development of software to calculate spectra and to extract
inertial and tidal amplitudes from Acoustic Doppler Current
Profiler data taken under a variety of circumstances.



- TELEMAIL - P.MULLER November 5, 1990

Theoretical estimation of the amount of momentum and energy
lost in critical layers by an internal gravity wave field of
Garrett and-Munk spectral intensity propagating downward into
an ambient geostrophie shear.

Scientific Results:
Estimates of relative vorticity and horizontal divergence
from three-point measurements suffer from aliasing and mutual
contamination. Both effects can be expressed by array
response or filter functions. Estimated frequency spectra of
horizontal divergence agree well with the prediction of the
Garrett and Munkomodel at all resolved horizontal scales.
Estimated spectra of relative vorticity are not reproduced by
the Garrett and Munk model at small horizontal scales. The
number of horizontal levels in the IVEX array is not
sufficient to determine whether this discrepancy is due to
the existence of small-scale vortical motions or to the
Garrett and Munk spectral model not correctly representing
small-scale internal gravity waves.

Internal waves absorbed in vertical critical layers of an
ambient geostrophic shear are found to generate transverse
Ekman flows of 0(0.01 cms-1), which is insignificant, and to
lose energy at a rate of up to 5 nanowatts per kilogram,
which is comparable to the energy loss rate suggested for
internal wave breaking due to chance superposition.

Accomplishments:
Estimate of relative vorticity and horizontal divergence for
horizontal scales from about 1 km to 5 m and in the frequency
range between the local Coriolis and Brunt Vaisala frequencies.

Theoretical estimate of the momentum and energy lost by
internal waves in vertical critical layers of an ambient
geostrophic shear.

REFERENCES

Muller, P., D. J. Olbers and J. Villebrand, 1978: The IWEX
spectrum. J. Geophys. Res., 83, 479-500.

ONR-Sponsored Publications
P Chu, P. C., R. Garuood, Jr., and P. Muller, 1990:

Unstable and damped modes in coupled ocean mixed layer and
cloud models. J. Marine Systems, 1, 1-11.

-2--
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PS Garwood, R. W., Jr., P. C. Chu, P. Muller and N.
Schneider, 1990: Modeling the equatorial entrainment zone:
Response to diurnal surface forcing. J. Geophys. Res.

PI Kunze, E. and P. Muller: Internal wave-driven
Ekman flow in the ocean interior.

PI Lien, R. C. and P. Muller: Consistency relations of
gravity and vortical modes.

PI Muller, P. Diapycnal mixing in the ocean.
Proceedings of LES Workshop, Lecture Notes in Engineering,
Springer-Verlag.

R Garwood, R. V., P. C. Chu, P. Muller and N.
Schneider, 1989: Equatorial entrainment zone: The diurnal
cycle. In: Proceedings of the Western Pacific
International Meeting and Vorkshop on TOGA/COARE, 435-443.

C Lien, R. C. and P. Muller: Normal mode decomposition
of small-scale oceanic motions. AGU/ASLO Ocean Sciences
Meeting, New Orleans, February 1990.

C Karcher, H., A. Lippert, and P. Muller: The
influence of spatially varying eddy-diffusivity on the deep
circulation. European Geophysical Society XV General
Assembly, Copenhagen, Denmark, April 1990.

C Schneider, N., P. Muller, and R. W. Garwood, Jr.:
Richardson number adjustment of the Yoshida jet.
International TOGA Scientific Conference, Honolulu, July 1990.

IC Muller, P.: Diapycnal mixing in the ocean: a
review. AGU/ASLO Ocean Sciences Meeting, New Orleans,
February 1990.

Statistics
I Papers published, refereed journals
I Papers submitted, refereed journals
0 Books or chapters published, refereed publication
0 Books or chapters submitted, refereed publication
1 Invited presentations
3 Contributed presentations
I Technical reports and papers, non-refereed journals
0 Undergraduate students supported
I Graduate students supported
I Post-does supported
0 Other professional personnel supported

-3-
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E EO/Minority Support0 Fmale grad'students

0 Minority grad students
0 Asian grad students
0 Female post-docs
0 Minority post-docs
I Asian post--docs

Patents and awards
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Posted: Thu, Nov 30, 1989 3:53 PM EST -Nsg: KGIJ-4104--7699
Frcm: P.KtJLE
To: D.Bretschnider
CC: P.MuI' ETm
Subj: ** ONR P.I. Report (PO) ***

Peter Muller
university of Hawaii, Department of Oceanography
1000 Pope Road, VSB 307
Honolulu, BI 96822

(808) 948-8081

SCIMCFnet Mailbox: P.UIXIER/CtMNK

Dynamics of small-scale oceanic motions

Research Goals:
Description and modeling of the kinematical structure and dynamical
processes of oceanic motions that have horizontal scales from a few
met= to a few kilceters. Understanding the role that these
small-scale motions play in the redistribution and mixing of
mmentim, potential vorticity, heat, and salt.

Objectives:
Arriving at a complete kinematical description of small-scale
motions in tenrs of gravity and vortical (i.e., potential
vorticity carrying) motions. Developing and applying consistency
relations for the vortical mode. Developing and applying methods to
separate gravity and vortical motions.

Approach:
Theoretical and data analyses.

Tasks COnpleted:
Derivation of the algebraic formlae that underlie a normal mode
decmposition into gravity and vortical modes. Normal mode
decaiposition of the IWEX data set (Muller, et al., 1978).
Development of consistency relations for vortical motions and
application to a few miscellaneous data sets.

Scientific Results:
Small-scale motions can be viewed as a superposition of gravity
and vortical motions. Vortical motions carry the potential
vorticity of the flow and are "stagnant." Gravity motions do not
carry potential vorticity and "propagate." A separation can be
obtained by a normal mode de xcuosition based on the eigenvectors
of the linearized problem. Normal rode decomposition of the IWEX
data set is ccaplicated by aliasing and Doppler shifting but
indicates that current finestructure is vortical motion.

-I-
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Aocplishments:
Normib e decouposition of the IWEX data set into gravity and
vortical mdes. Duelopent of new consistency relations for
gravity and vortical mtions.

REEECES:

Muller, P., D. J. Olbers and J. Willebrand, 1978: The IWEX spectrum.
J. Geophys. Res., 83, 479--500.

ONR-Sponsored Publications
PS Chu, P. C., R. Garwood and P. Muller: Unstable and damped

modes in coupled ocean mixed layer and cloud models, J.
Mar. Systss.

Pi Mun0e, E. and P. Muller: Internal wave-driven Ekman flows in
the ocean interior.

PI Lien, R. C. and P. Muller: Consistency relations for gravity
and vortical motions: Theory and application.

PI Lien, R. C. and P. Muller: Normal mode decomposition of small-
scale motions in the ocean.

R MInze, E. and P. Muller, 1989: Mhe effect of internal waves
on geostrophic shear. In: "Parameterizatlon of small-scale
processes, Proceedings, 'Aha Huliko'a Hawaiian Winter
Workshop, Hawaii Institute of Geophysics, Special
Publication, It 271-285.

C Chu, P. C., R. W. Garwood, Jr., and P. .Muller: Thermodynamic
feedback between clouds and the oceanic surface mixed layer,
International Liege Colloquim on Ocean Hydrodynamics, Liege,
May 1989.

C Lien, R. C. and P. Muller: Consistency test of one-dimensional
Veasurements: Gravity or vortical motion? AGU Fall Meeting and
ASLO Winter Meeting, San Francisco, December 1988.

IC Muller, P.: Separation of vortical and gravity motion, American
Meteorological Society Conference on Waves and Stability in
the Ocean and Atmosphere, San Francisco, April 1989.

Statistics
0 Papers published, refereed journals
1 Papers submitted, refereed journals
0 Books or chapters published, refereed publication
0 Books or chapters submitted, refereed publication
1 Invited presentations

-2-



TmkodL - P.Mmum1R Novenber 30, 1989

2 Contrihted presentations
1 Tech'ical reports and papers, non-refereed journals
o Undergraduate students supported
2 Graduate students Supported
o post-docs suported
1 other professional personnel supported

EEO/Minority Support
0 Female grad students
0 Minority grad students
1 Asian grad students
0 Female post-docs
0 Minority post-docs
0 Asian post-docs

Patents and awards
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Posted:. Wed Dec 'l, 1988 4:00 PM EST Msg:, OCII-3836-3625
From:, P. MULLER
To:, D.EVANS.ONR
CC: P.MULLER/OMNET
Subj, ** ONR P.I. Report (PO) **

<<<<

Principal Investigator - Peter Muller

Title of Research Project - Dynamics of small-scale oceanic motions

Abstract

RESEARCH GOALS: Understanding (i) of the fundamental processes that
govern the dynamics of small-scale oceanic motions, with emphasis
on internal gravity waves, vortical motion, turbulence and mixing,
and (ii) of the effect of these motions on larger-scale flows.

OBJECTIVE:, Complete and consistent kinematical description of small-
scale motions, viewed as a superposition of gravity and vortical
motions. Estimate of Ertel's potential vorticity aid linear per-
turbation potential vorticity. Development and application of
consistency relations that test kinematical hypotheses.

APPROACH:, Theoretical investigations and analysis of existing data
sets.

TASKS COMPLETED: Estimate of linear perturbation potential vorticity
from the Internal Wave Experiment (IWEX) data set. Derivation of
consistency relation for the vortical mode.

SCIENTIFIC RESULTS:, Small-scale notions can be decomposed into a
gravity and a vortical mode. The vortical mode carries the
potential vorticity of the flow.

The amplitude and space and time scales of (lineai pertur-
bation) potential vorticity at small scales are estimated from
the IWEX data set (Muller et al., 1978). The IWEX array resolves
horizontal and vertical scales from a few meters to about one
kilometer. The (linear perturbation) potential vorticity has P
variance of about L.OE-6 1/s's, implying a Rossby number and
vertical strain of order 10. The associated total energy is
2.OE-4 m*m/s*s and the associated inverse Richardson number is
0.7. The horizontal wavenumber spectrum has a +2/3 power law.
The vortical mode might hence be the major contributor to the
observed shear in the ocean.
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Consistency relations were derived for vortical motions
(i.e., linear relations amon one-dimensional cross-spectra of
horizontal velocity and vertical displacement). Contrary to
internal gravity wave consistency relations (Fofonoff, 1969),
which only exist in frequency space, vortical mode consistency
relations also exist in horizontal and vertical wavenumber space.
These consistency relations provide a powerful tool for the
analysis of low resolution data sets.

ACCOMPLISHMENTS: Estimate of (i) (linear perturbation) potential
vorticity at small scales, and (ii) contribution of the vortical
(i.e., potential vorticity carrying) mode to the energy and shearof small-scale motions.

REFERENCES: Fofonoff, N. P., 1969. Spectral characteristics of
internal waves in the ocean. Deep Sea Res., 16*, Suppl., 59-71.

Muller, P., et al., 1978. The IWEX spectrum. J. Geophys.
Res., 83*, 479-500.

PI'S Institution and Address

University of Hawaii, Department of Oceanography
1000 Pope Road, MSB 429
Honolulu, 1I 96822

(808) 948-8081

SCIENCEnet Mailbox: P.MULLER/OMNET

Papers published in refereed journals

PI Lien, R. C. and P. Muller, Ertel's potential vorticity at
small scales

PI Lien, R. C. and P. Muller, Consistency relations for gravity
and vortical motions:. Theory and application

88-P Muller, r., R. C. Lien and R. Williams, Estimates of
potential vorticity, JPO 18* (1988) 401

88-P Muller, P., Small-scale turbulence and mixing in the ocean,
Elsevier Oceanography Series 46* (1988) 285

87-P Muller, P. and If. Ross, On the meridonial structure of the
equatorial mixed layer, Oceanologica Acta 6* (1987) 7
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87-P Garwood, R. W., Jr., P. C. Gallacher and P. Muller, Reply to

"Comments on 'Wind direction and equilibrium mixed layer
depth: General theory'" by I. J. S. Fernando, JPO 17*
(1987) 171

Papers accepted or in press, refereed journals

Books or chapters published, refereed non-serial publications

Books or chapters accepted or in press, refereed non-serial

Invited presentations at scientific conferences

87-IC Muller, P. Small-scale vortical motions, Internatiotial
Liege Colloquium or Ocean Hydrodynamics, Liege, May 1987

Contributed presentations at scientific conferences

87-C Muller, P. and R. Williams, The vortical mode in IWEX. AGU
Fall Meeting and ASLO Winter Meeting. San Francisco,
December 1986.

Technical reports and papers in non-refereed journals

87-R Muller, P. and D. Henderson, Editors, Dynamics of the
oceanic surface mixed layer. Proceedings, 'Aha Huliko'a
Hawaiian Winter Workshop, Hawaii Institute of Geophysics,
Special Publication (1987) 310 pp.

Patents filed or granted

Number of undergraduate students supported (at least part time) - 0

Number of graduate students supported (at least part time) -

Number of post-docs supported (at least part time) - 0

Number of other professional personnel supported (at least part time) - 1
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University of Hawaii at Manoa
Hawali Institute of Geophysics

2525 Correa Road * Honolulu, Hawaii 96822
Cable Address: UNIHAW

April 4, 1990

Dr. Randall S. Jacobson
Office of Naval Research, Code 1125GG
800 N. Quincy St
Arlington VA 22217-5000

Dear Dr. Jacobson,

Enclosed is the Final Technical Report for ONR Grant N00014-89-J-1483, Seismic
Anisotropy and Large-Scale Anisotropy in the Ocean Floor.

Thank you for your support of this work.

Sincerely,

Gerard J. Fryer
Principal Investigator

Dist.: Administrative Grants Officer
UNR Resident Representative N47092
Administrative Contracting Officer
California Inst. of Technology
565 South Wilson Ave.
Pasadena, CA 91106-3212

Director, Naval Research Laboratory
Attn: Code 2627
Washington, DC 20375

Defense Technical Information Center
Building 5, Cameron Station
Alexandria, VA 22314

cc: Paul K. Kakugawa
Assistant Director
Office of Research Administration
University of Hawaii at Manoa
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Gerard J. Fryer; P.I.
Hawaii Institute of Geophysics
University of Hawaii at Manoa

2525 Correa'oad

Honolulu, HI 96822

Rationale for the Study
t Fracturing, flow layering, brecciation, and vesiculation in the lavas forming the

uppermost igneous crust result in high porosity and induce an elastic anisotropy.
Anisotropy resulting from horizontal fracturing or interbedded horizontal lava flows
displays no azimuthal dependence, making it hidden to traditional seismology and
inviting misinterpretation of seismic data. Porosity too seems poorly constrained by
seismic data, largely because of inadequacies in existing theoretical velocity-porosity
relationships. Fracture-induced anisotropy and large-scale porosity, however, must
be strongly affected by ocean.floor processes such as hydrothermal deposition and
crustal ageing. This project was one in a continuing series of ONR-funded projects
to assess the seismic effects of this anisotropy and porosity, to see if these properties
can be deduced from field seismic measurements, and to explore how they might be
used to invatigate bottom processes.

Project Objectives

This project had two specific goals. Under previous ONR support (Contract
N00014-87-K-0181) we had claimed that measurement of anisotropy can be accom-
plished seismically if both source and receiver are on the bottom, provided that both
SH and SV information -s obtained. We wished to verify this claim using data
from a high-resolution shallow water experiment run by Rondout Associates and
Woods Hole Oceanographic Institute using on-bottom sources and three-component
receivers (only if we could demonstrate our abilities on shallow-water sediments
could measurement on deep-water crust be contemplated). During 1988 we had
managed to model the horizontal geophone data from one line by invoking trans-
verse isotropy in the bottom, but without also explaining the veztical data our claim
for anisotropy was unconvincing. We wished to refine our mode13 so that all seismic
energy was adequately explained.

The second objective was to refine our understanding of velocity-porosity re-
lationships in volcanic ocean floor. In 1988 we presented an explanation of how
hydrothermal sealing of cracks and fractures can explain the rapid increase in seis-
mic velocities with age in young igneous crust by modifying the mean void aspect
ratio, but that explanation was purely qualitative. We wished to tighten the the-
ory, predict some hard numbers from it, and see if our explanation could withstand
comparison with ocean drilling results.
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Figure 1: P-velocity versus porosity for different aspect ratios alpha.

Accomplishments

Our analysis of the Rondout/WHOI shallow water dafa is now complete.
Through iterative match of synthetic seismograms to data we have been able to
match all three components on two crossing lines using the same transversely isotropic
structure, demonstrating that ocean bottom anisotropy can be measured without
resorting to downhole seismometers. The anisotropy demanded by the data is large
(P.wave speed variation of 12%), but is entirely consistent with the bottom being
made up of interbedded sand and silty clays. A paper describing this work has been
submitted to Geophysical Journal International, where it is currently in review. A
preprint of this paper is included as the Appendix to this report.

Our theory of crustal ageing is advancing and is necessarily expanding into
an assessment of depth-dependent variation as well. Our basic idea is this: in
volcanic crust, which has void space varying from thin fractures to the much more
- quidimensional interstices between pillows, hydrothermal mineralization seals the
thin voids first so that the mean aspect ratio increases with time (i.e., void space
becomes more circular). Porosity resulting from narrow voids has a very strong
effect on velocity (Figure 1). When there is a distribution of aspect ratios, sealing
the narrowest voids will reduce porosity only slightly but will dramatically increase
the velocity. Such change of mean aspect ratio, both with depth and with age, is
strongly supported by sonic and neutron porosity logs from the drilling program. At
site 504B (6Ma), we find that the velocity varies less and less rapidly with porosity
as depth increases (Figure 2), suggesting a downhole increase in the mean aspect
ratio. At the much older Site 418A (110Ma), within the 400m of basement logged,
all depths display the same velocity-porosity relationship as is found at about 400m
into basement at 504B (although porosities themselves still systematically decrease
downhole). If the crust at 418A ever evolved through a 504B-like stage, then there

2
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must have been subsequent crack filling and reduction in the mean aspect ratio
within the upper few:hundred meters, precisely what we would have predicted if
alieratioinproducts seal narrow voids first. A-paper describing this work will be
submitted in summer 1990.

Through appeal to rock physics, seismic wave propagation, downhole logging,
and hydrothermal geochemistryi we are now expanding the porosity study into a
multidisciplinary investigation (funded by ONR) of how geological processes affect
seismic structure of the shallow crust.

Publications Supported by This Project

Berge, P. A., and G. J. Fryer, 1989. In situ measurement of anisotropy in marine
sediments (Abstract), Seismological Research Letters, 60, 16.

Berge, P. A., and G. J. Fryer, 1989. In situ measurement of anisotropy in marine
sediments using multicomponent data (Abstract, SEG Rtsearch Workshop on
Recording and Processing Vector Wav.,'elds, Snowbird, Utah, August 18-17,
1989, Technical Abstracts, 71.

Berge, P. A., S. Mallick, G. J. Fryer, N. Barstow, J. A. Carter, G. H. Sutton, and
J. Ewing, In situ measurement of transverse isotropy in shallow.water marine
sediments, submitted to Geophs. J. Int. (Reproduced hert as Appendix.]

Fryer, G. J., and R. H. Wilkens, 1989. Making sense of seismic velocities in shallow
oceanic crust [Abstract), Seismological Research Letters, 60, 16.
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Subtask: Seismic Anisotropy

P.I. Gerard J. Fryer

The following papers and thesis were supported or partially supported by N00014-
87-K-0181. ONR has already recieved copies of all these papers.

Frazer, L.N., and G.J. Fryer, 1989, Useful properties of the system matrix for a
homogeneous anisotropic visco-elastic solid, Geophys. J. RAS DGG EGS,
97,173-177.

Fryer, G.J., and L.N. Frazer, 1987. Seismic waves in stratified anisotropic media
- I. Elastodynamic eigensolutions for some anisotropic systems,
Geophys. J. R. Astron. Soc., 91, 73-101.

Fryer, G.J., D.J. Miller, and P.A. Berge, 1989. Seismic anisotropy and age-
dependent structure of the upper oceanic crust, in Sinton, J.M. (ed.), Evo-
lution of Mid Oceanic Ridges, pp. 1-8, Geophysical Monograph 57, Ameri-
can Geophysical Union, Washington, D.C.

Miller, D.J,, Transverse isotropy: some consequences for travel time inversion and
models of the oceanic crust, M.S. Thesis, University of Hawaii, 52pp.

Phinney, R.A., R.I. Odom, and G.J. Fryer, 1987 Rapid generation of synthetic
seismograms in layered media by vectorization of the algorithm, Bull.
Seismol. Soc. Am., 77, 2218-2226.
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Low Frequency Attenuation and Modulus Measurements

on Marine Sediments & Sedimentary Rocks

Measurements on Synthetic Materials

Our efforts during the current contract period (March 1987- February 1988)
have focused on (a) improving the repeatability and precision of our low-frequency
measurements, particularly at very low frequencies (< 0.1 Hz), on well-characterized
samples, (b) establishing the useful frequency range of our apparatus, and (c) begin
measurements on well characterized sedimentary rocks.

Figure 2 shows our measurements of the Young's modulus and Q-1 of a
sample of Lucite, a synthetic polymer. Also shown on this plot are the Lucite data
of Spencer (1981) and the straight line fit of Lagakos et al. (1986) to their data for
Lucite in the frequency range 200 Hz - IMHz. Between 1 Hz and 100 Hz our data
is in good agreement with the extrapolated line of Lagakos et al. (1986) and also
with the modulus data of Spencer (1981). Apparently, a resonant peak exists in our
data at a frequency of about 300 Hz, which distorts our results above about 100 Hz.
We have observed this distortion in all our data to date and consequently now only
collect data up to 100 Hz. However, note that we have extended our frequency range
down to 0.01 Hz which gives us a span of four decades. While we are encouraged
by our results to date, we feel that the long-term repeatability shc'ild continue to
receive attention and support.

Again, turning to Figure 2, note the well-defined relaxation peak at about
0.1 Hz Spencer (1981) fitted his Lucite data with a relaxation peak at 5 Hz, which
was the lowest frequency that he measured. Our data clearly demonstrate the large
error in estimating the center of a peak from data which only spans one side of it.

Figure 3 shows Young's Modulus and Q-I for a well.characterized synthetic
sample of recemented glass beads, supplied to us by Schlumberger. Note the well
defined linear variation of modulus with log frequency. The offset at 0.1 Hz is a point
where data collection was stopped and restarted several hours later We interpret
this offset as being due to temperature variation as the offset did not appear in a
continuous run from 0.0' to 0.5 Hz Temperature variations are undoubtedly also
causing noise, particularly in the phase (Q-1) measurements at very low (<I Hz)
frequencies For this material, Q-1 is almost independent of frequency i.e it is
very close to being linearly viscoelastic For small (<0 1) values of Q-i which are
frequency independent, linear viscoelastic theory (e g Kolsky, 1964) predicts the
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where E is the magnitude of the complex Young's Modulus, Q- is its attenuation, f
is the frequency and Eo is the value of E at a reference frequency, fo. This equation
can be rearranged to give

E=Eo + 1.466EoQ* ogjoT

Using this relationship, we obtain a predicted value of 0.057 for Q-1 from t;e slope
of Z versus logiof in Figure 3, which is in fairly good agreement with the measured
values of Q-1 of about 0.07,

3. Measurements ou Sandstone

Figures 4 and 5 show the modulus and Q-I data we obtained for a 4.95 cm diameter
sample of Berea Sandstone in the room-dry and vacuum-dried states, respectively.
Note the large change in modulus, which increases from 8 to 17 GPa. Also note the
large peak in the attenuation at 0.06 Hiz m hich decreases in amplitude for the dried
sample. We are presently working on modelling this peak with a Cole-Cole distri-
bution of relaxation times, similar to theory described by Spencer (1981). Note also
th-) linear variation of modulus with log of frequency. The slope of this variation is
again consistent with the values of Q-1 of al'out 0.C!, above 1 Hz.

4. Measurements on Other Sedimentaray Rocks

We are presently makl:ng similar modulus and attenuation measurements on other
types of sedimentary rocks such as claystone, siltstone and limestone. We also plan
to analyze the porosity and fabric of all the rocks so far investigated.

D. PROPOSED RESEARCH AND PLAN

We propose to cnntinue measuring attenuation and Young's modulus in con-
solidated sediments in the frequency range 0 01 - 100 Hz. The emphasis will be on
collecting as much data as possible on a wide variety of sediments including shales,
mudstones and limestones Measurements will be made on these ir both the vacuum-
dry and water-saturated conditions. We will also perform the neasurements in a
temperature controlled enclosure to reduce the noise at low frequencies as well as
improving the overall repeatability of the results. In addition, with the addition of
a temperature-controlled enclosure, we will be able to make the measurements at
multiple temperatures (approximately in the range of 0-300C) The data of Lagakos
et al. (1986) show clearly that modulus values, at least for polymers, are strongly
temperature-dependent. Estimation of the temperature coefficients of the moduli
is therefore of of great importance in extrapolating laboratory data to the marine
environment
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Low Frequency Attenuation and Modulus Measurements on Marine Sediments
and Sedimentary Rocks

STATEMENT OF THE PROBLEM

Geoscoustic models of the seafloor are of fundamental importance in underwater
acoustics, and in various types of marine geological and geophysical studies of the
ocean floor and the underlying crust. Hamilton (1980) defines a geoacoustic model as
"a model of the real seafloor with emphasis on measured, extrapolated, and predicted
values of these properties important in underwater acoustics and those aspects of
geophysics involving sound transmission." The ability to make accurate predictions
of low-frequency sound propagation in the ocean basins, however, depends on having
an adequate knowledge of the low-frequency elastic properties of the eavironment
(Stoll, 1980, 1985, Dunn, 1986 among others).

Dispersion of velocity and attenuation in sedimentary rocks is a pervasive, yet
poorly understood aspect of seismic exploration. As stated in last year's proposal,
our goals are to study the dispersion in velocity and attenuation by carrying out
experiments in three non-overlapping frequency bands (seismic: 1.100 Hz; resonance
sonic: 1-10 kHz; ultrasonic: 0.5.2 MHz). To further these goals, we are currently
conducting such experiments on sandstones having different porosities and pore
fabrics. We plan to emphasize this aspect of our work in the remaining contract
period and during the next year.

PROGRESS (1 January - 31 December 1988)

1. Equipment and Software Development

A problem which occurred several times with the mechanical part of the
equipment was that operators would tighten down the fixed end of the sample with-
out lowering the displacement probe, causing damage to the probe. We have zow
added an audible alarm circuit which triggers when the displacement becomes less
than about 100 microns.

A dial gage is now kept clamped to the equipment to measure the absolute
position of the displacement probe, as well as providing a means of retalibrating it.
It was found that the amount of prestress exerted on the sample assembly by the
shaker, which can be increased by lowering the sample assembly onto tue shaker, had
a significant effect on the modulus and phase values. Although Spencer (1981) did
not give the amount of prestress that he used, it is possible that the larger shaker in
his system was capable of more prestress than ours, which is only capable of several
Newtons. We are now able to at least keep this prestress reasonably constant by
always positioning the bottom end piece in the same position relative to the shaker.
A more satisfactory solution will be to add a pressure plate capable of applying a
variable prestress to the sample assembly, similar to that used by Liu and Peselnick
(1983). The optimum prestress could then be determined empiricz.lly by increasing
it until the modulus values stahilze. We are piesently working on this problem and
hope to install such a pressure plate in the next few months.

- Another problem occurred at very low frequencies with the shaker toji over-
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We shall attempt to establish straight line fits to the modulus data where appropri-
ate, and where possible, see if these fits are consistent with higher frequency data
obtained using resonant and ultrasonic techniques. Where relaxation peaks occur,
we will attempt to model them using a Cole-Cole distribution of relaxation times
(Spencer, 1981).

We will use Dunn's (1987) technique of sealing the edges of the sample with
an aluminum sleeve before saturation to reduce the "open-pore" effect. Although
this technique does not completely eliminate the 'open-pore" effect, it should reduce
it to a negligible amount below 30 Hz (Figure 1). One useful side benefit of sealing
the samples may be a method of measuring unconsolidated sediments. The main
problem is friction betweenthe lower sar.ple end-piece and the sealing sleeve. If this
friction can be accurately estimated, or shown to be negligible, we should be able
to measure completely unconsolidated material. A useful calibration experiment
will be to measure a sealed cylinder containing water alone, since the attenuation
of water is known to be almost negligible, and its modulus is also well-determined.
Any friction between the sealing cylinder and the end pieces should therefore be
readily observable for water.

The result of our work will be the ability to quantitatively predict the vari-
ation of modulus and attenuation over at least four decades of frequency for a wide
variety of consolidated, and possibly unconsolidated sediments.

F. EXPERIMENTAL METHODS

The instrumentation to be used for the proposed measurements is shown in
Figure 6. The apparatus can measure the complex Young's modulus of rock samples
at selectable frequencies between 0.01 to 100 Hz and at strain amplitudes near 10-

1.

A sinusoidally varying strain is applied to the sample using an electromechanical
shaker (Gearing and Watson 20-B) which is driven by a 100 W d.c.-coupled power
amplifier attached to an HP.3525A frequency synthesiser. Cylindrical samples of
consolidated sediments 3.8 to 5 cm in diameter, and up to 15 cm in length with steel
end pieces sirmlar to those used by Spencer, are used for the measurements. The
strain is measured using a capacitative displacement transducer (Ade 2101/2001
K) and the force by an in-line piezoelectric force transducer (PCB 208A) Both
transducer outputs are digitized using a Nicolet 4094 digital oscilloscope having 12
bit resolution and sampling rates of between 200 and 10-6 seconds. A Hewlett-
Packard 9020 computer controls the synthesizer and digital oscilloscope enabling
rapid calculation of Young's modulus and attenuation to be made and plotted at any
frequency between 0.01 and 100 Hz. A flowchart of the data-proccessing algorithm,
written in HP BASIC, is shown in Figure 7

For interpreting the low-frequency attenuation and modulus data we will also
use our AccuSorb 2100E Gas Adsorption Analyzer. This instrument will be used to
measure adsorption and desorption isotherms for calculating surface area and pore
volume distribution in a sample The AccuSorb can determine surface areas above
0 001 m /g and pore size distribution from 0 06 m diameter to the upper limit of

the physical absorption technique.



Low Frequency Modulus Measurements on Marine Sediments & Sedimentary Rocks

M. Manghnani B. Lienert

B. PROGRESS (January 1 - September 1, 1989)

This year, we have concentrated our efforts on measuring Q-1 for a suite of
unconsolidated marine sediments. We have also devoted considerable effort toward
developing techniques for removing bubbles of gas from the samples. These bubbles,
w~hich we now conclude are prsnt in virtually all fluids at atmospheric pressure,
were removed fairly easily when the cylinder contained water alone, simply by bleed-
ing the cylinder after standingit upright for several days. Figure 1 shows typical
data collected for pure water after such bleeding. Repeated measurements have in-
dicated that the value of QK' is constant over the frequency range 0.1.100 Hz and
has a value of 0.01 ± 0.002. Note also that it can be reliably estimated from the
slope of K versus logf using constant-Q theory (Lienert and Manghnani, 1989) as
shown in Figure 1 by the dashed line. All of the subsequent data for Q7K that we
shall describe here will therefore have this value of 0.01 subtracted.

Bleeding the cylinder proved unsatisfactory when a sample of sediment was
measured, as indicated by the results in Figure 2, which are for a piston-core sample
of pelagic ooze collected 100 km north of Hawaii (water depth = 2 kin). In spite of
repeated bleeding, the modulus values for this sample remained less than 2.2 GPa,
the bulk modulus of pure water. Although no published values of K exist for rocks,
it is possible to estimate KIG from Vp/VS ratios using the equation

K =(vp' 4

obtained from the ratio of equations [1] and [2 Since Vp/Vs for consolidated rocks
range from 1.6-1.8, equation [5t implies that ranges from 0.3-0.5, i.e., one third
to one half the shear modulus. Published values for shear modalus for consolidated
rocks range from 20-30 GPa (Jackson et al., 1987), implying that K is about 7-15
GPa, more than three times the bulk modulus of water. The introduction of solid
material into water would therefore increase, rather than decrease K, since the two
compressions act in parallel. We concluded that bubbles of air, or some other gas,
was reducing K below 2.2.

We first tested the possibility of pressurizing the contents of the cylinder to
10.20 atmospheres. Such an approach was appealing, as it was also an essential first
step in fulfilling one of our future objectives, namely to measure QKi under higher
pressures. In order to pressurize the cylinder, it was necessary to install a stronger
seal between the piston and cylinder walls, as the present seal, a layer of silicone
rubber sealant 0.1 mm thick, is incapable of withstanding pressures much greater
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Figure 3: Measurements for the same sample as Figure 2, but after eight hours of
evacuation to remove bubbles. The dashed line fit through the Q7I values
is obtained from a least squares linear fit to the K values using constant-Q
theory and has the background result of 0.01 for water subtracted.
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than one atmosphere. We first machined a larger piston having a smaller clearance
(6-.6 verins'u0.1 mm) with the cylinder walls.

We measurd the effective, modulus of this 0.03 mm, seal with the c ,linder
empty andfound it to be about a factor of ten larger than that of the 0.1 mm seal,
i.e. about 1 GPa, or one- half the modulus of water. When the cylinder was filled
with-water and measur d,,the valueofQ - 1 increase dfrom 0.01 to about 0.05. We
iterpiet'this result as-follows: InL a-mechanical vibration involving two-separate
materials, rubber and waler say, having energiesWrubbr and lVwater and fractional
energy losses per cycle Q and Q;'ter, the total'energy loss per cycle is given
by

(Wrubi, + Wwt.)Q' = r Q_W)"  + W, trQ;at-, 6j
where Q-1 is the effective (i.e. measured) internal friction.

T, -IIt is clear from equation [6] that the measuredQ - 1 depends not only upon
Q-1 , but also on the strength of the rubber relative to the strength of the material
being measured. For example, with the 0.1 mm seal, the strength (and therefore
the energy) in the rubber is a factor of twenty lower than the strength of the water.
Since our measured value of Q;ber is about 0.1, equatio. [6) then predicts that the
contribution of the rubber to the measured Q-1 will be 0.1 x 0.05 = 0.005, slightly
less than our measured value of 0.01. Similarly, equation (6] predicts that when the
strength of the rubber seal is one half the strength of the water, the contribution
of the rubber to the measured Q-1 will then be 0.05, in good agreement with our
measured value. This result also implies that the value of Q-1 that we measure for
water is entirely due to the rubber seal, i.e., Qier is zero at seismic frequencies

t within our limits of error.

We then tried machining two semicircular grooves in a piston having a 0.03
mm clearance and fitted these with two 0-rings. We found that the effective modulus
of this arrangement was even higher - about 2 GPa. Because Q-1 for rubber varies
with frequency and may also may change with time, it is better to minimize its
contribution. We are therefore still using the 0.1 mm silicone rubber seal. However,
we are experimenting with the 0.ring piston and hope to reduce its effective modulus
to a lower value by increasing its clearance with the cylinder walls. There is clearly
a trade-off between the maximum pressure that the 0-rings will withstand and their
effective modulus.

To remove the bubbles, we instead placed the entire cylinder in a vacuum

chamber with the bleed valve open, and held the pressure at close to the vapor
pressure of water. This technique proved very effective as indicated by Figure 3,
which shows the results for the same pelagic ooze as Figure 2 after eight hours of
this treatment. The modulus values have now increased to above 2.2, while the
values of Q-1 are close to 0.01, the value for pure water. This is an extremely
important result, as it indicates for the first time that compressional energy losses
in unconsolidated materials such as this ooze are essentially negligible.

In the process of measuring this sample we have also discovered a time de-
pendence of the results for both K and Q which is shown in Figures 4 and 5.
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respectively. We previously observed a time dependence for water in the form of an
initial increase in K and decrease in Q-1, which we attributed to stress-hardening
of the silicone rubber seal. Since the values stabilized after about an hour, this
caused little concern. However, the pelagic ooze, as well as showing the same initial
increase in K, then showed a decrease (Figure 4). Figure 5 shows the corresponding
time dependence of Q 5 (very little averaging was performed on each measurement,
resulting in substantially increased noise). The time dependence of Q,-) is consid-
erably less than for K, suggesting that reliable results can be obtained simply by
taking the measurement about 1 hour after inserting the sample. An initial increase
in shear modulus similar to that which we observed has been reported for soils by
Anderson and Stokoe (1978).

We interpret the time dependent decrease in K to the release of gas from
either the sample, or from reactions of the sample with the aluminum cylinder. We
are presently machining a similar cylinder from stainless steel in order to minimize
such reactions. If the gas release is still evident with this new cylinder, it is clearly
coming from the sediment itself. This is clearly a subject for additional study, as
such a gas release could be occurring even when the sediment is in situ on the sea
floor and thus be affecting its seismic properties.

Figure 6 shows results for a silt dredged off Keahole Point on the island of
Hawaii. This sample was evacuated before measurement to remove gas bubbles.
Note that K is also now greater than 2.2 GPa. However, the Q-1 values are sig-
nificantly larger - about 0.03 at 1 Hz and increasing to 0.05 at 100 Hz. Our initial
conclusion is that grain size and possibly the quantity of clay have an important
effect on QVI. We should have more data by the time of the site visit, allowing us
to make more definitive conclusions.

The dramatic dependence of K upon dissolved gas that we have observed has
important implications for the measurement of velocity in water-saturated materials
in general. It can be seen from equation [1] that any reduction in bulk modulus, K,
such as we have observed due to the presence of gas, will show up as a reduction
in Vp. The amount of the reduction will depend on the relative contribution of the
shear modulus, p, to Vp. For a fluid, p = 0, which results in a Vp of only 0.43 km/s
when K = 0.2 GPa, the value we obtained for the ooze when it contained gas.

Measured values of Vp for unconsolidated water-saturated sediments at ul-
trasonic frequencies are typically 1.4-1.6 km/s, implying that p is about 2 GPa,
assuming that these samples contain gas bubbles, i.e. K ; 0.2 GPa. Substituting
our gas.free value of K (2.2) in equation [1 then gives Vp = V =2to2.2
km/s. There seems little doubt that at water depths exceeding 2 kin, there are few,
if any, gas bubbles in the in situ sediments, implying that laboratory-measured Vp
values hale been seriously underestimated.

Another importaLt implication of this result is that it allows us to estimate
both p and K from ultrasonic velocity measurements alone, simply by measuring
Vp before and after evacuation of the sample and assuming that K = 0 for the
unevacuated sample measurement. We are presently working on ultrasonic velocity



measurements on thi same sample for which QK has been measured and should
have the results in time for the site visit.

We are presently inst-aling a circulating fluid line around the equiprent in
,order to control temperature. To facilitate -mparison of our results by others in
what is essentially "new territory", we have also measured glycerol, a fahly low-Q
fluid, and compared the results iith those obtained in our own laboratory at ultra-
sonic frequencies.

Another of our goals this year, as stated in the current year (1989) proposal,
is to compare our results for E and Qj 1 with results obtained from the resonailt
column technique, in cooperation with Dr. Bennel. With the limited resources on
hand, we are moving cautiously, but steadily in this direction. To this effect, we
have initially sent him samples of the two consolidated sandstones for which we have
obtained values of E and Q-1. We expect to send him samples of the unconsolidated
materials on which we are presently working before the end of 1989.

Dr. Bennell is able to determine p, Q-1, E and Qj 1 over a wide range of
strains (10-s to 10-1) and pressures of up to 0.7 MPa (7 atm.), quivaent to about
60 m water depth (Bennell et al, in press). He has sent us six samples of sediments
for which he is presently measuring the above four parameters, using the resonant
column method:

Sample A alluvial silt
B continental shelf mud
C uniform sand
D silty sand
E soft deep-sea clay
F stiff glacial clay

Dr. Bennell's re,,onant column setup also enables him to perform ultrasonic
measurements of Vp, Q 1, Vs and Q-1 simultaneously with the p and Q-1 deter-
minations at seismic frequencies. While Dr. Bennell is studying these six samples
in his laboratory, Janice Marsters (graduate student) is now preparing the same
samples for measurement of K and Q- 1 at low frequencies as well as ultrasonic Vp
and Vs values. Using these data we will then be able to compare our results with
Dr. Bennell's.

Resulting Talks and Papers

Lienert, B.R. and M.H. Manghnani, Internal friction (Q-1) in solid materials in
the frequency range 0.1-100 Hz, submitted to J. Appi Phys., 1989.

Lienert, B.R., Measurement of Qp in fluids and unconsolidated sediments in the
seismic frequency range (0.1-100 ttz). Paper presented at session S13: Scat-

tering and attenuation of seismic waves, IUGG/IASPEI niceting, Istanbul,
Turkey (August, 1989).
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Long.term Scientific Objectives

To understand the variations in physical, acoustic, and electrical properties of marine sediments in
terms of various controlling factors including composition, diagenetic stage, sedimentology and microfabric.
Observations will be incorporated into geoacoustic models with predictive capabilities.

Project Objectives

1. Analysis of regional, basin-wide systematics of acoustic and physical properties variations as related
to stratigraphy and depth.

2. Investigation of correlations between velocity anisotropy and preferred orientation of mineral grains
in marine sediments.

3. Systematic investigation of physical, acoustic and electrical properties of marine sediments as a
function of composition, lithology, diagenetic characteristics, and microfabric.

4. Correlation of changes in microfabric and physical properties of clay-rich sediments during
compaction and lithification.

Current Status and Progress

1. Data on sediment type, physical properties, and acoustic velocity from DSDP and ODP sites along
an east-west transect across the western North Atlantic have been compiled. A regional stratigraphy
has been constructed to be used as a framework for correlating variations in velocity with depth and
lithology. Porosity.velocity systematics for siliceous sediments from the central basin and the New
Jersey shelf are shown in Figure 1. Relatively high porosity-low velocity samples fall near the curve
described by the Wood's equation. Compaction and diagenesis result in departure from the Wood's
curve and approach to the curve described by the Wyllie equation. The increase in velocity with
porosity loss is steeper at the basin sites than on the shelf; this may reflect differences in
sedimentology, composition and microfabric.

2. Vp anisotropy in calcareous and clay-rich sediments has been investigated using X-ray pole figure
goniometry measurements. Measurements on samples from several DSDP sites having anisotropies
between 4.5 and 19.0% showed random distribution of the 1014 planes of calcite grains (Fig. 2).
Anisotropy in these samples is therefore not caused by calcite texture. The correlation between Ap
and calcite content was found to be positive for calcareous claystones and clay.bearing limestones
from DSDP Leg 93 and ODP Leg 110, and negative for pelagic chalks of ODP Leg 122 (Figure 3).
These differences are probably due to microfabric and distribution of flat-lying pores.

3. TEM and SEM microfabric studies of siliceous oozes, porcellanites, and cherts from ODP Legs 108
and 113 and DSDP Legs 85 and 86 are underway. Data from these studies will be used in
interpretation of Vp and Vs measurements that are completed for these samples.

4. Our previous studies have shown the influence of smectite content on porosity retention during
compaction of c:A; rich sediments (Tribble, in press). TEM microfabric studies of shallowly.buried,
smectite-rich seditients from the Barbados accretionary prism are currently underway to investigate
this phenomenon.

iti



5. Compressional and shear velocities, compressional attenuation, electrical resistivity, bulk and grain
densities, and porosity have been measured on samples from ODP Leg 122. Differences with the
shipboard measurements have been explained in terms of analytical problems with the shipboard
techniques, and corrections have been determined.
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B. PROGRESS REPORT 1988-1989

1. Geoacoustic Studies.

Sediments from Site 584 of DSDP Leg 87 in the Japan Trench have been the focus
of both geoacoustic and sedimeAtological investigations in the past year. One interesting
outcome of our work is the correlation of a zone of anomalous physical and acoustic prop-
erties with variations in biogenic silica content with depth. Measurements of porosity, bulk
density and grain density as well as other physical and acoustic properties were made in
our geoacoustic laboratory, and the very same samples were analyzed for Y ineralogy and
amorphous silica content in our sedimentological laboratory. Physical and acoustic prop-
erties of this sediment sequence as a function of depth are portrayed in Figures 1-6. Some
important aspects of these vertical profiles of physical, acoustic and electrical properties
(measured by D. O'Brien as part of his ongoing Ph.D. dissertation work) are:

(a) Plots of the various physical properties with depth, especially compressional wave
velocity data (Figure 4), suggest that the sediment column can be divided into 4 units:

Unitl (4-170 m): This unit consists of unconsolidated sediment. The properties of
this unit do not vary appreciably.

Unit2 (170-500 m): This unit (and all succeeding units) consists of consolidated sed-
iment. Physical properties within this unit show a "normal" progression with depth, in
which velocity and bulk density increase with depth, and porosity decreases with depth
(Figures 1, 3, and 4).

Unit3 (500-800 in):. This is a region of anomalous physical properties (either greatly
elevated or depressed).

Unit4 (800-941 m): The properties of this unit show a resumption of the "normal"
progression with depth.

(b) Both V. and Qp were measured in the horizontal and vertical directions (Figures
4 and 5). It was observed that Vph > Vp, (positive velocity anisotropy) and Q. > Qph
(negative Q anisotropy) from the top of the hole down to about 650 m. Below this depth,
the trend was reversed such that V, > Vph (negative velocity anisotropy), and Q-ph > Q
(positive Q anisotropy). This finding was not anticipated, especially because the sediment
column is quite homogenous. It was discovered that this trend was caused by a change in
the bedding inclination.

(c) Qp decreases (attenuation increases) with depth (Figure 5) until about 650 m,
where it starts to increase with depth. This observation is at first surprising, because it
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is known that Q increases with depth in sands and within the earth's mantle. However,
Goldberg et al. [19851 and Cheng et al. [1986 found Qp to decrease with depth in soft
sediments, and Cheng et al. reported Qv values of the same magnitude as the prcsent
data (between 10 and 35). The trend of an initial decrease of Qr followed by an increase
with depth in clays was predicted by Hamilton [1976, 19801. The present data are the
&t to document this trend. Sands have low porosities (about 25%) and undergo only
a small amount of porosity reduction with compaction, because the grains are generally
in contact with each other, and the framework is therefore quite rigid. Clays, however,
initiaily have large porosities (about 70%) owing to a "house of cards" grain structure. A
large porosity decrease with depth occurs as the grain structure collapses. The progres-
sive grain structure collapse does not add rigidity to the sediment. As porosity decreases,
there is less water (which has a very high Qp) in the pores per unit volume of sediment
(which has a very low Q,). In addition, it can be expected that frictional dissipation will
increase energy loss as more uncemented rains come into contact [Hamilton 1976, 1980!.
This porosity decrease results in a net decrease in Qp. It is not until the grain structure
totally collapses (or diagenesis occurs) that the pressure on the grain framework increases
the sediment rigidity, and causes the Qv to increase with depth. This total framework
collapse probably occurs at about 650 m in this hole.

(d) It was stated above that Qp > QPh (horizontal attenuation is greater than vertical
attenuation) at the top of the hole, and then reversed below 650 m. Because Vp is fastest
in the horizontal direction at the top of the hole, it is surprising that the P-wave amplitude
decays fastest in this direction as well. The present data are the first attenuation data
for sediments collected in both horizontal and vertical directions, so no comparison with
data from the literature is possible. The causes of these observations will be the subject
of future research.

(e) Unit 3 is a region of anomalous properties as reflected in velocity, attenuation,
electrical resistivity, bulk density, porosity and grain density (Figures 1-6). The anomaly
is most obvious in porosity and grain density. Changes in these variables affect all the
other properties. The grain density of Unit 3 has a maximum of 2.65 g/cc. The sediment
is composed mostly of clay minerals, quartz, calcite, and feldspars with densities of 2.5 -
2.9 g/cc, and opal-A with a density of about 1.9 g/cc. The grain density of the sediment
should greatly increase if there were a large decrease in the concentration of opal-A. An
increase in one of the high density minerals would not greatly affect grain density, because
the minerals have approximately the same density.

2. Applications of Biot Theory.

The Biot (1956a,b) theory of wave propagation in poroelastic materials has been used
extensively in modeling phase velocity and attenuation in porous rocks and sediments
Recently the theory has been successfully employed for characterizing the variation of

I rI I I



Vp with depth z (Ogushwitz, 1985; Taylor-Smith, 1985) and for quantitatively describing
dispersion phenomena (Winkler, 1985). Other authors (Murphy, 1982; White, 1986) have
concentrated upon the variation of Q;-I with frequency, whilst Stoll (1974, 1985) has exam-
ined the compressional wave attenuation coefficient. The consensus of opinion from these
studies is that the Blot (1956a,b) poroelastic model is adequate for describing the variation
of V. with depth, but is insufficient for characterizing attenuation/dispersion phenomena.

We have investigated the viability of the Blot (1956a,b) model for predicting Vp and
Q i using laboratory data for deep-sea carbonate sediments from Kim et al. (1985) and

Milholland et al. (1980). Our results re shown in Figure 6a. The variation of Vp with
depth for DSDP sites 288 and 289 has been studied, with emphasis placed on the uncer-
tainty in the modeled velocities that is due to experimental errors and to uncertainties in
assumed parameters. The frame Poisson's ratio was then made the free parameter of the
model and, by matching predicted and experimental velocities, the assumption of constant
at throughout the carbonate sediment sequences has also been tested. Finally, the appli-
cability of the Biot (1956a) theory in modeling Q-

1 
is examined for 14 chalk-limestone

samples from DSDP sites 288, 289 and 316. For two samples, predicted values for Q ' are
found to be effectively zero if critical values of a4 are selected for modeling. These cases
correspond to the "compatibility condition' as identified by Blot (1956a).
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3. Opal-A Work.

Significant progress has been made in the past year to document further the influence
of the biogenic silica content of a sediment on the measured physical and acoustic proper-
ties . There are two primary reasons for this emphasis on biogenic silica:

(a) Opaline silica (opal-A) is the only common mineral component in marine sediments
that has a density significantly different from other major components. The clay minerals,
quartz, calcite, and feldspars all have densities in the range of 2.5-2.9 g/cm3 , whereas opal-
A has a density of about 1.9 g/cm' . Variations in the biogenic silica content of sediments,
therefore, should be reflected by changes in grain density, and presumably by changes
in other properties such as bulk density, acoustic velocity, etc. Hamilton [19781 reports
empirically-derived relationships for the acoustic and physical properties of siliceous sedi-
ments that differ from analogous curves for sediments of different compositions. A number
of investigators have also reported variations of velocity with sediment composition for
sequences in which biogenic silica content varies [e.g., Wilkens and Handyside, 19851. We
have found essentially no data in the literature, however, with which the relationships with
silica content can be quantified. Quantitative measurements of actual opaline silica content
with depth have not been made on sediments (except in this study) for which physical and
acoustic properties are known.

(b) Biogenic silica undergoes a series of diagenetic reactions with burial that alter its
mineralogy, water content, density, and morphology. The properties of a marine sediment
will be influenced, therefore, not only by its original biogenic silica content, but also by
the pathway of silica diagenesis. Chert horizons, prevalent in Eocene-age sediments for
example, are a familiar end product of this diagenetic pathway that have a clear physi-
cal and seismic signature (e.g., Tucholke, 1981). We have focused, however, on the lesser
understood aspects of silica diagenesis, including the influence of the early stages of the
diagenetic transformation of opal-A to opal-CT on sediment properties such as fabric. One
very important result of our opal-A work is that it illustrates, as documented below, the
necessity for doing rigorous mineralogical microfabric, and diagenetic studies in order to
understand the behavior of the physical, acoustic, and electrical properties of a sediment
sequence.

As mentioned above, one of our goals this year has been to quantify the biogenic silica
content of sev.ral deep-sea sediment sequences. The method we chose is a chemical dis-
solution technique in which weight loss is measured after leaching of the opal-A from the
sample [Follett et al., 1965; Eggiman et al., 19801. This method was considered preferable
to other techniques employing infrared spectroscopy and x-ray diffraction after conver-
sion of the opal-A to opal-CT by heating [Chester and Elderfield, 1968; Goldberg, 1958!,
because of interference of quartz in the latter two methods. We needed a method that
would be applicable to hemipelagic as well as pelagic sediments The chemical dissolution
technique is commonly used for soils, and to some dLgree for ocean surface sediments, but
has not previously been used to our knowkdge on a depth sequence of sediments Because
of the changes in solubility associated with early diagenesis of the silica, the technique had
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to be calibrated for the type of sediments we were treating. Our method is outlined in
Figure 7.

To date, we have analyzed two sediment sequences for amorphous silica content. Site
584 of DSDP Leg 87 in the Japan Trench was chosen to test the hypothesis that variations
in opal-A content influence physical and acoustic properties. Shipboard smear-slide data
indicated a variation in diatom content with depth, and our mineralogical studies showed
no evidence of transformation of opal-A to opal-CT. Physical properties of this sediment
sequence as a function depth (Figures 1-6) were discussed in the previous section.

Some relationships between the physical properties and opal-A content, as determined
in our geoacoustics and sedimentological laboratories [Schoonmaker et al., 1987;e O'Brien
et al., 19871, are shown in Figures 8-10. Figure 8 shcws the relationship between opal-A
content and grain density for the sediments of Site 584. As expected, the two properties
are inversely correlated. As shown in Figure 9, opal-A content is also correlated with
porosity, probably reflecting pore space associated with the chambers of diatom tests. The
influence of opal-A content on porosity will depend in part on the degree of fragmentation
of the tests; whole tests should have the greatest effect on porosity. Finally, as predicted,
opal-a content is negatively correlated with compressional wave velocity (V,), as shown in
Figure 10. Note that the opal-A contents, which vary between 7 and 13%, are relatively
low, and their effect on acoustic velocity owing to mineral density differences alone would
be rather small. We believe that the associated porosity differences are also an important
factor in producing variations in acoustic velocity related to opal-A content.

Sediments from the second sequence analyzed, Site 467 of DSDP Leg 63, have un-
dergone significant silica diagenesis and have been the focus of our diagenet:c and fabric
studies. The conversion of opal-A to opal-CT, and eventually to quae'tz, with :ncrea.ing
burial depth at this site follows a diagenetic pathway that can be traced on a plot of opal-A
content vs. V. (Fig. 11). The shallow part of the sequence contains relatively low per-
centages of opal-A, and acoustic velocities are independent of the opal-A content. These
samples plot in zone A on the diagram. Moderate change in V, with depth in this zone
reflects primarily compaction of the clay-rich sequence. Samples containing more opal-A
have higher velocities (zone B on Figure 11), defining a trend opposite to that shown by
the sediments from Site 584 (see Figure 10). This apparent discrepancy is a result of
silica diageness. The samples in zone B have all undergone partial diagenetic conversion
of opal-A to opal-CT. This diagenetic reaction involves an increase in grain density and
changes in the amount and nature of the porosity (see discussion of fabric changes below)
The net result of the conversion to opal-CT is an increase in acoustic velocity From our
initial x-ray diffraction and SEM studies (as reported in last year's proposal), we suspected
that the conversion was complete. We have shown, however, through the chemical leaching
experiments and our TEM studies (see belov) in (he past year, that significant amounts of
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6palA-remain,espeiallyinthe upper~part of:he opal-CT zone. The lowermost sample in
sam h uldp7g7 ne_ ly complete coivers ion, and ther fore

,plots in the logw opal Ahighvelocity.crir o:the diagr Samples from the lowest part
oi thdesequence cotain no opal-Aeor.palCT, but ae enriched in quartz. Although some

of the quartzisdetrital'in origin, a portion Of it is thought to originate authigenically from
the conveion ofop a-T ioqiauriiseediscu, ionof.TEM work, below). These samples
falat, the far efthad. side ofF,'Agre' 1i (zone C),.and" their-V' values are essentially inde-

pe-idtenof opal A content. The'dep ence of V oncombindd opal-CT + quartz content
is shownl. Fi 12:

Last year We began-investigation ofthe microfabric of marine sediment using scanning
electron mikroscopy, SEM). We obtainedresults that related diagenetic changes to fabric
alteration, and the effects on acoustic and physical properties [Schoonmaker et al., 19871.
We focused on sediments from Leg 63, Site 467 in which the transformation of silica from
opal-A to opal-CT was apparent. In continuing that work this past year we found that we
could not examine the shallow half of the hole using SEM. Sample preparation required
critical point drying which caused the disaggregation of the slightly-lithified shallow sam-
ples, destroying the fabric.

We decided to try a different technique, transmission electron microscopy (TEM), for
the fabric studies. Sample preparation for TEM examination of fabric is a time-consuming,
difficult task involving embedding blocks of the sample with resin, then examining thin
sections of the material. The method we used is a liquid dehydration and spurr resin em-
bedding technique modified from Bailey and Blackson J19841 and Jim 119851. This method
minimizes disruptions of the original microfabric of the sediment samples, especially of the
poorly lithified samples from the upper part of the section. The details of this method are
shown in Figure 13.

Nine samples were embedded. Sediments from the opal-A to opal-CT transition were
sampled in detail and representative samples were collected from sediments above and
below the opal transition. At the time of this writing, six samples covering the entire
depth range have been surveyed by TEM. These samples are identified on Figure 14 which
shows the VP distribution with depth. To date, our study has been a qualitative one. The
focus of our observations has been to document the following characteristics, which have
an effect on acoustic and physical properties of the sediments as a function of burial depth:

1. clay platelet interrelations and orientations

2. porosity-nature (inter- vs. intra-granular), general size and shape
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ifabi opad-T ,'qatz, zoies, pyrite, etc., and tiie effects on

4. ses foeal~eiei arcand changes wAith'dep th.

Our 6bierviis are's rized'6eli*.,

a7, Clay. lateilet relktionah6ps

As ;has~been obierved, by' Ie investigators,(e g. ti ttiA91771, clay. particles, in
sh'al~w~4buie' .4eints a how, ran,.rrou drieniations with respect, to vertical. Plate 1

shwsarreenatvepom~ogiipl ,o'f the samiple from i,24 mn'depth. The sediment
gramis are andiiaity clayepi particles, an*the, clay platelets
arera 4 os~ointd d g~dje and-e'dge-4to-f'ace contacts characteristic of
the "hobuse of cards"3str"u'ctu re.' With increasing depthi, -small domains of clay particles
sharin'g faiceto-face'co'n'tacts form "and -begin to show.'soMe parallel or Iientation (Plate 2,
295 iii). In sampe621(7mdpt)atiu orientation of clay domains has been estab.
lshed, and the rock'has developed incipient fsli Pae3.Tevria opesoa

velocity increased from 1 .59 km/s to 2.22 km/s r'ver this depth range.

b. Nature of porosity

In the upper 500 mn Of section, intergranilar porosity n high (see PIlm 1), Intragran-
ular porosity depends primarily on the biogenic silica, cont.rnt, although some samples also
contain calcareous microfosails (forams) that cos&trib.~tc s;niflcantly to porosity. Plate 4
shows a radiolarian test with a large spherical interior chazrzier. Much of the brittle skeletal
wall was plucked out during sectioning ot--.he sed'imeit, An~d therefore does not represent
porosity, but the interior chamber is filled with reshin indicating it was fluid filled when the
sample was prepared. In contrast, the opal-CT zox. kbutween about 500 and 725 m) is
characterized by channel-like pores of irregult : shape (FJ'6te 3), with their long axes aligned
parallel to the overall fabric. Smaller pores have been bridged and are being occluded by
growth of opal-CT bladed cements and lepispheres. The sediments underlying the toja..CT
zone have undergone the diagenietic conversion of opal-CT to microcrystalline quartz, and
the sediment microfabric has been significantly altered. Plate 5 (1025 mn depth) shows the
dominance of intergranular microporosity in this quartz-rich sample. The pores zre sm~all,
irregularly shaped, and are commonly bridged and partially filled with an authigenir. clay.

c. Authigenesis

Diagenetic reactions leading to dissolution of some phases and precipitation of others
can radically alter sediment fabric, and thus acoustic response. The major diagenetic re-
action noted in site 467 sediments is the conversion of opal-,' to opal-CT to quartz. Plate
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PLATE 2. A.) Incipient orientation of clay fabric.
Clay particles show increased face-to-face associations
and clay domains show slight preferred orientation,
At top rigbt an area of biogenic opal-A (A) shows
characteristic conchoidal fracturing and plucked
void (V) caused by sectioning. B.), Detail of clay
particle associatiois. (Core 32-3, 295m; Tal).
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PLATE 3. A.) Highly oriented clay domains within a

matrix of opal-CT cement. Unaltered opal-A (A) is seen
on the left margin. B.) Detail of opal-CT blades and
lepispheres (CT) occluding pore apace (P) and preferrea
orientation of clays. Scalloped holes and voids MV
are artifacts of sectioning. (Core 62-1, 576m; TIM).
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AJ
4-shows e relativyely, fresopat-A,of a~radiolarian test inthe upper part of the sequence.

Note~the r d~micro-porosiyof theopal al~-A ong the edge 6f the test, apparently a
sign f ay ageiss--tion. At depththe, opal-A dissolv6sand is reprecipitated
as opaljCT-in thefo-m of ilepisphers andblided tcements (Plates,3 and 6b). It is apparent
thatthe silia, is. local lyredstib uted;by, this process andthato the-nature of porosity is
lagely modified Note in Plate':3 athereiict opal -Aat the Jleft side of the photomicro-

Sr graph.As noted above, Plate5 sh ows small grains ofmniicrocrystalline quartz produced by
the opal-CT to quartz conversion. Other diagenetically-produced phases noted in various
samples includeopalygorskite, clinoptiloli'tpyrite, ' ad clay (illi'te?); The occurrence of'
pyrite, surrounded by Opal-CT iepipheJs, isillustr t d i'Plate 6.

d. Overall fabric

In this survey, we have triedto obtain a sense of changes in overall fabric that the
sediment undergoes during burial. Starting with high porosity and random particle orien-
tation (Plate 1), the sediment gradually develops a fabric characterized by elongated zones
of oriented clay domains separated by zones of massive opal-CT (Plate 7). Finally, at
the base of the hole, the fabric is dominated by small quartz grains and small, irregularly
shaped pores bridged by clay. A faint parallel alignment of pore spaces and clay domains,
however, is still apparent (Plate 5).

In Section 2 above, the role of these fabric studies in controlling sediment acoustic
response is discussed.

4. Lithification Studies

The Barbados accretionary prism is made up of hemipelagic and pelagic sediments
that have been scraped off the subducting Atlantic plate and incorporated into a thick
wedge of sediments along the subduction zone. Two drilling legs (DSDP 78A and ODP
110; Dr. Schoonmaker participated in Leg 110) have sampled the sediments near the toe
of the prism, whereas wells drilled on the island of Barbados have penetrated 3 km into
the prism along its crest. During ODP 110, a transect of holes perpendicular to the front
of the prism was drilled: one reference site on the Atlantic seafloor and 5 sites on the
prism (Figure 15). At the reference site and 3 of the prism sites a specific unit of Miocene
claystone/mudstone was sampled repeatedly at increasing depths from east to west along
the transect. The increase in burial depth is a result of tectonic thickening of the section
by thrust faulting and folding associated with the off-scraping of the sediments.

The presence of a unit of claystone of identical age and nearly uniform composition
at a variety of burial depths allows us to examine the changes in physical and acoustic
properties as a simple function of compaction and early lithification. The variables of
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?LATE 6. A.) TEM photomicrograph of a large cavity
(P) partially filled by pyrite framboids (PF) and
incipient opal-CT lepispheres (CT). B.) SEX image
showing void-filling pyrite framboids (PF) in a matrix
of bladed lepispheres (CT), (Core 70-1, 652m).
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IPLATE 7. A.) Sediment section dominated by massive
opal-CT cement, B.) Detail showing preferred orientation
of clay domains within the opal-CT matrix. (Core 7O-l,
652m; rEH).
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-age andioriginal composition normally encountered in-vertical sequences are eliminated.
-Structurdeformation may-be responsible for some of the observed "noise" in the data,
but we believethq maj6r trends observed reflect the effects of compaction and lithification
owingto burial -.This stud is'an extension-of the onewe conducted on samples of pelagic
cla+yfr6m-DSD , Leg 8 in thePa ific({Schoonmker et al, 1985j. The Leg,86 s~iples
reached' a maximmburiaLdepth+o 260 nand4 perinitted, us to evaluate the effects of
comp ction on :essentially unlithified sediments. The Leg 110 samples have been buried
to ,lighily more than56O0m and areat least+partially, lithified. In addition, the study of
lthification ofthe:Leg 110 claystones can be extended to 3 k m burial depth by inclusion of
mudatones of similF composition om wells on Barbados Island. The physical properties
datafolr the 11~0~ ~samples ar shipboard measurements; the data for the Barbados well
samples aie fro o6ur laab6at6ry.

When plotted versus depth, the porosities of the Miocene claystone from the 4 differ-
ent Leg i1O sites show a trend decreasing from roughly 65-75% for the shallow samples
to 50-60% at depth (Figure 16). For each of the sites there is a superimposed zig-zag
trend in the data that can be related in most cases to the location of faults in the respec-
tive sections, but these variations do not obscure the general tre,ad. Bulk density shows
a near mirror image trend of increase with depth. This is to be expected because the
sediments are essentially uniform in composition, and thus in grain density. The plot of
grain density vs. depth, however, does reveal a slight increase with depth, with much
scatter, especially in the samples from Site 672A (Figure 17). As shown in Figure 18, the
increase in grain density is also moderately correlated with a decrease in porosity. Two
possible explanations for these trends are: 1. Variation in grain density reflects variable
opaline silica contents, with high biogenic silica concentrations causing increased porosity.
The depth trend might be a result of an original east-west variability in silica deposition
and/or preservation from site to site. 2. Alternatively, progressive diagenetic alteration
of the sediments with depth and occlusion of porosity by the growth of a relatively high
density authigenic phase (e.g. pyrite or Mn-rich phases) could account for the observed
trends. Further work is necessary to resolve this question.

The depth trends of V. are shown in Figures 19 and 20. There are relatively few
measurements of V.- and there is much scatter in the Vph data, but general trends are
still evident. For V, the points for samples from deeper than about 250 m define a lin-
ear gradient of about 0.66 km/s/km. Above 250 m, the points deviate from this trend.
This deviation is easily understood for samples from site 676A, because they are part of
a repeated sequence emplaced at shallower depths by thrust faulting. It is not clear why
samplei from Site 672A deviate from the linear velocity gradient. The measurements of
Vph show more scatter, but a linear trend (gradient = 0.48 km/s/km) is still apparent.
Points from depths less than about 200 in deviate from the trend as was the case for Vp,.
These velocity gradients are somewhat higher than those measured at a number of other
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7"
-sites ISchboinaker etal., 1*97I. Tectonic factors may play a role in accelerating lithifica-

'tin proeses,,oithe naturalrange, of velocitygradients for. clay-rich sediments may be
Iireiater-han;in'dicateid iniiall, your.relativelyism'A|data set (9 sites).

It is informatiie toextend-the depthrange of the velocity tiends by including samples
from wells on Barbd6s islsnd in thedaita set. The well samples are Eocene, not Miocene,

)i 4 in .agd, but theircornpositionsare si~lstothose of the Miocene claystones of Leg i10.

Figure:2Lshws,the trends.of vel6ci to ?ier.3km.burial depth. The measurements of
V,. -par t f ollow ihiveiiigaM V., adient stablished in-the upper 500 m of section
by theLeg110samples The ,V dat, ho'w er'jfo'llow a steeper gradient reflecting the
deveiop'zent 'of anisotr'opy. "

These preliminary results are intriguing, and we plan continued research into trends
of physical, acoustic and diagenetic properties associated with lithification (see proposed
research section).

5. Leg 93, Site 603

During DSDP Leg 93, a deep continental rise site (603) was drilled. Last year we
obtained samples from this site, and preliminary acoustic and physical properties measure-
ments were made on the upper 830 m of the site. In the past year, the bulk mineralogy of
these samples was determined and quantified for the major components: total clay, quartz,
feldspar, calcite, dolomite, and zeolites. The upper 400 m of section are calcareous with
variable carbonate contents ranging up to 40% (Figure 22). Below 400 m, carbonate is
present only in a few isolated layers, and the mineralogy is dominated by clay minerals
(Figure 23). This change in lithology results in a slight trend of increasing VP with de-
creasing carbonate and increasing clay content, but it is felt that this trend is an artifact of
the depth distribution of the minerals, and does not reflect a lithologic control on velocity.

The depth trend of V, especially below 400 m, based on our acoustic measurements,
is characterized by sharp fluctuations between high and low values of VP (Figure 24).
These alternations in V, do not appear to be related to changes in abundance of any
of the major mineral components. There is a crude correlation of % quartz with V.
(Figure 25), but it is not felt that the relationship is strong enough to account for the
Vp fluctuations. Haggerty et al. 119871 reported the presence of a few isolated silt layers,
thought to represent the turbidite deposition, below 700 m at this site. Above 700 n,
small quantities of sand and silt are dispersed throughout the section, but no discrete silt
layers were detected. These sediments are thought to have been fed to the site as muddy
turbidites from the continental slope and then redistributed by bottom currents Haggerty
et al., 19871. Perhaps grain-size variations (% silt and % sand) or variable cementation play
important roles in determining the velocities of these sediments While the samples were
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being prepared for X-ray difraction, qualitative notes were kept on the ease of cutting and
grinding the samples from the bottom 100 m of the hole. The samples cut with difficulty
correspond to velocity highs. More work is obviously necessary to identify the cause of the
VP fluctuations.

6. The following manuscripts reporting the results of our research are in press or
preparation:

Hurley, M. and M.H. Manghnani,, Modeling of compressional wave velocities and at-
tenuation in carbonate sediments, 1987, submitted to J. Acoust. Soc. Am.

O'Brien, D., M. Manghnani, and J. Schoonmaker, Physical and mineralogical proper-
ties of DSDP Leg 87, Hole 584, 1987. to be submitted.

Manghnani, M.H., D.C. Kim, D. O'Brien, R.H. Wenk and F.T. Mackenzie, Physi-
cal and acoustic properties of marine sediments: Roles of pore geometry and preferred
orientation in anisotropic behavior, in preparation.

Schoonmaker, J., F.T. Mackenzie, M. Manghnani, and J. Urmos, Compressional velocity-
depth profiles: The influence of compaction and diagenesis, submitted to Geology.

Schoonsmaker, J. and F.T. Mackenzie, Progressive trends in diagenetic, acoustic, and
physical properties during lithification of claystones in an accretionary prism setting, in
preparation.
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Dynamic Elasticity of Microbedded and Fractured Rocks

L. NEIL FRAZER

Hawaii institute of Geophysics. Universaiy of Hawai at Manna. Honolulu

Microbedded rocks have an amsotropic frequency-dependent sound speed which depends on the
intrinsic sound speeds of the individualmicrobeds and on the O'Doherty-Anstey effect. Fractured
rocks have an anisotropic frequency-dependent-sound speed which depends on the intrinsic sound
speed of the unfractured rock, the frequency-dependent phase'shift that occurs during reflection or
transmission across a fracture, and the inteefracture'O'Doberty-Anstey effect. These effects are
neglected by the quasistatic methods presently used to generate elastic constants Here I introduce a
new method for generating elastic constants that contain all the above effects. First, a statistical
description of the rock is used to generate a sample of the rock. Then an exact two-way method is used
to pr6pagatejusi afew plane waves, of frequencyf, a distance of several wavelengths from the source.
If an equivalent homogencous'medium exists at frequency f, then the computed motions must also
satisfy a one-way elastic wave equation for that equivalent medium. This one-way wave equation is
used to invert for the elastic coefficients. When no equivalent medium exists, perhaps because fis too
large, this is indicated by the inversion, Possible applications of the method are prediction of seismic
sound speeds from measurements of bed thicknesses in cores: analysis of laboratory data for fracture
constitutive relations; and inversion of multioffset vertical seismic profiling data for elastic coefficients
comrarable with those predicted from cores.

I. INTRODUCTION Microbedding theoties could also be classified as static
versus dynamic. Static theories [c g,, Backus, 1962) use a

Comparison of seismic data with well cores shows that static stress-strats relation to generate elastic constants for a
setsmic waves are not strongly scattered by heterogeneities rock consisting of infinite plane-parallel microbeds. The
that are much smaller than a wavelength Rather, the net static microbed theory of Schoenberg and Muir (19891 has
effect of such heterogeneities is to cause the medium to the advantage, for seismology applications, that the same
behave like a homogeneous medium with altered seismic mathematical formalism is used for both microbeds and
sound speeds and decreased Q. If the heterogcneities or their fractures. At present, there appear to be no dynamic micro-
pattern of distribution arc not isotropic, then the resulting bedding theories which yield elastic coefficients, although
apparent medium is anisotropic. This paper is about hetero- much work has been done on the relation between micro-
geneities, either fractures or microbeds, which are planar bedding and apparent Q. Menke (1983a) has shown how to
and parallel. Spherical inclusions and other low aspect ratio predict the apparent attenuation of a Goupillaud medium, at
heterogeneitlies are not treated, vertical incidence, from the root-mean-square sound speed

There are many different crack theories (see Figure I), but fluctuation. Menke [1983b] showed that P-SV coupling due
for seismology applications, such theories can be classified to microbeds decreases the apparent Qp more than the
in two ways. The first classification is crack versus fracture, apparent Qa and that the apparent sound speed of the SV
Crack theones (e.g.. Hudson, 1980, 1981; Nishicawa, 1982) wave is increased. Menke and Dubendorff (1985) showed
consider distributions of small, on the scale of a seismic that normal incidence transmission data could be inverted
wavelength, unconnected, possibly subparallel cracks, for both intrinstc Q and scattering Q ifintrinsic attenuation is
whereas fracture theories [e.g., Schoenberg, 1983; Schoen. mainly due to shear. Burridge el at. [19881 considered
berg and Douma, 1988) treat systems of infinite plane. acoustic propagation in a Goupillaud medium and derived an
parallel cracks. The second classification is static versus integrodifferential equation governing the evolution of the
dynamic. Static theories [e.g., Budiansky and O'Connell, seismic pulse as it propagates through the medium, Burridge
1976. Ioenig, 1979; Schoenberg and Douma, 1988] generate and Chang [1989] consider P wave propagation in a micro-
equivalent elastic constants by use of a static stress-strain layered elastic medium and derive an integrodifferential
relation, whereas dynamic theories [e.g.. Hudson, 1980, equation governing propagation in the limit as interlayer
1981] generate elastic constants by inversion of an integral reflection coefficients approach zero, but they do not con-
equation for the passage of finite frequency waves through sider equivalent media.
the medium. Dynamic theories give estimates of Q, whereas The method outlined in this paper can be used to generate
static theories do not. At present, there is no dynamic theory dynamic elastic constants for both microlayered and frac-
for fracture systems, though Schoenberg [1980) has derived tured media. It thus addresses two of the gaps in the
the dynamic response of a single fracture using his displace- literature cited above. Section 2 gives the main ideas, and
ment discontinuity fracture model, and Pyrak-Nolte et at subsequent sections give the theory applicable to useful
119871 have shown that his model gives a good fit to special cases
measurements of reflected and transmitted P waves nor-
mally incident on the fracture 2. MICROBEDDED ROCKS

Copynght 1990 by the American Geophysical Union There are many situations in which it is desirable to
Paper number 89JB02764. generate elastic coefficients for a microbedded rock. For
0148-0227/90189JB-02764$05 00 example, suppose that we have a sediment core 5-10 m long

4821
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t t

Fig. I. (a) Statie crack theories: the macroscopic stress on the rock is partly relieved by displacementjumps across
crack bo ndaries. The apparent onsitutive relation is perfectly elastic. (b) Static fracture theories: macroscopic stress
is partly relieved by displacement jumps across fracture boundaries in accordance with a (static) fracture constitutive
relation. () Dynamic crack theories: a plane wave passing through the medium is composed of a primary wave and
secondary waves generated b) interaction of the primary wave with the microcracks. The macroscopic plane wave
decays with dissance because of backscatter. (d) Dynamic fracture theory: plane waves passing through the medium are
reflected and refracted at each fracture, Frequency-dependent phase shifts are induced by the fractures themselves.
even if they absorb no energy, and by interbed multiples.

and we wish to predict the effect of the core sediments on 11969). Schwarzacher (1972), Godfrey et al 11980], and
seismic waves with wavelengths several hundred meters Velzebo-r [1981) model sedimentary sequences as M state
long. Conceivably, we could measure the thickness and Markov chains, where M is the number of distinct litholo-
properties of each microbed in the core (there might be gies. (A Markov chain is a random sequence of states for,
several thousand of these) and put each microbed into our which the probability of being in a certain state depends only
seismic model. As the cost of seismic modeling is linear with on the previous state ) Of course, if a core is available, then
the number of beds, this will be expensive. Also, it does not whatever model is used should have the same statistics as

addiess the question of how to model sedimns beneath the the core; that is, the core must be a likely realization of the
core, sediments quite likely to be seismically similar to those model.
in the core. If the core is homogeneous at length scale A, then To make the discussion more concrete, consider a simple
much time could be saved by finding a few elastic constants sand-shale sequence. Suppose that cores or other field
that predict its behavior for seismic waves of wavelength A. observations indicate that the thickness s of the sand beds

Logically, the method consists of three steps: in step I a has the exponential distribution, p(s) = 1-i exp(-s/S), where
sample realization of the microbedded rock is generated I is the mean sand thickness. Simtlarly, the thickness I of the
from the statistics of the microbeddig; in step 2 a few plane shale beds has the distribution p(i) - exp(-/I). where i
waves are propagated through the realization using exact is the mean shale thickness. The two parameters S and i can
two-way wave theory; in step 3 the two-way synthetic data be inferred by measurement on a core or outcrop. To
are inverted using one-way theory for elastic waves, In generate a realzaton of the rock so the computer, we
practice, it may be numerically efficient to combine steps I alternately sample from the two thickness distributions, A
and 2 so that microbeds can be discarded as soon as they are standard technique for samphng from an arbitrary distribu-
used. tion in the computer is to map the computer-supplied uni-

A sample realization of the microbedded rock can be form random number generator si the cumulative prob,,
generated in many different ways. Krumben and Dacey bility density (cpd) function of the desired distribution. The
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Fig. 3. Synthesis of exact two,way plane wave dai In the
AZ realiztion of the microbedded medium. The realization is made
I infinite by adding beds above the source until Rb converges and by

ZN-2 adding beds bneath the deepest receiver until RgL converges,

Fig. 2. A realzation of the microbedded medium, Receivers are frequencies the concept of an equivalent medium begins to
all beneath the source and ,4z apart. lose its usefulness This matter is discussed in greater detail

in section 7.

The propagation step can be carried out using either
cpd function of the exponential distribution for the sand Kennel's (1974, 1983) method or the global matrix method
thickness is p,($) - I - exp(-$/,). (Chin et a/., 1984*; Schmidt and Jensen, 1984; Schmidt and

The method of this paper requires that only a few waves Tango, 1986). It is important that there be enough microbeds
be propagated through the material, so if a core were both above the source and below the deepest receiver, so
available, one might wish to use the core itself as the that the realization is effecteely infinite. With the Rep ,ett
realization. However, in order for the seismic model inferred method this is easily achieved by generating the realization
from the core to be generally valid, it is necessary that coeval with the propagation. As shown in Figure 3, beds are
virtually all realizations give the same seismic response. generated upward from the source until RV, the upward
Thus, in theory, there is no particular virtue in using the core looking reflection coefficient from the source, converges to a
for modeling; its only use is to estimate the statistics of the limit. This limit must exist because the motion is less
sedimentary process. In practice, one cannot know exactly affected by far beds than by near beds. Similarly, beds are
all the statistics of the sedimentary process; so, if one is added beneath the deepest receiver until R c, the downward
fortunate enough to have a long enough core, then using that looking reflection coefficient from the receiver, converges to
core as a realization is a tedious but sensible thing to do. its limit. Thus beds can be discarded soon after being

Having goiten a realization of the random sedimentary generated.
sequence and knowing the sound speeds and densities of Assume that each microbed is azimuthally isotropic (Al),

&.sthin each of the microbeds in 1t 1 sequence, one proceeds to step ie.. hexagonally symmetric with a vertical axis of symme.
i46 as 2, As shown in Figure 2 a source is embedded in the try, Two.way propagation modeling in a material consisting
n of the realization, and exact two-way sesmic wave theory is used of homogeneous Al layers can be made very rapid by use of

to calculate the resulting motions at various depths beneath the formalas of Fryer and Frazer 11987. section 4.3). One
I simple the source. The synthetic source emits only one monochro- calculates the response of the model for two or more plane
:r field matic plane wave at a time so the only distances that matter waves at a single frequency f. The reason at least two plane

Id beds are distances normal to the bedding planes. Each receiver waves are needed %%ill become clear below

,where should be separated from its neighbors by less than a seismic Now take the synthetic data calculated using an exact

* of the wavelength, The source must generate both PSV and SH two-way method for the microbedded medium and invert it

where motions. An example of such a source is a point force with using one-way wave theory for a homogeneous medium. A

id i can equal components in the three coordinate directions It does derivation of the one-way elastic wave equations for plane
op. TO not matter in which type of bed the source is located because waves is given in section S Here it is necessary to know only
ter, we the source washes out of the inversion Neither does it that for downward PSV propagation of plane waves, whoseero;, A matterin whichtypeofbed areceiveris located, because the wave fronts are parallel to the y axis, :he wave equation is

istribu. physical variables being synthesized are all continuous au = ivi H. u (I)
ed uni. across interfaces and the beds are much thinner than a
proba- wavelength. Of course, for frequencies at which bed thick- in which u lv , sair, v, is the x component of velocity, azZ
n The nesses are an appreciable fraction of a wavelength it does is the zz component of stress, and Hv is the 2 X 2 "Hamil-

matter in which type of bed a receiver is located At such tonian" mains whose components we wish to recover The
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entries of Hv are functions of the elastic constants and the realizations is the error in H v. If this error is relatively 1a1

plane wave slowness p,. Their parametric forms are given then there is no equivalent homogeneous medium.below. Similarly for downward SH propagasioi the govern. As tensor densities have been found in equivalent meA
ing one.way wave equation is for perfectly periodic fluid-fluid media [Schoenberg'and Si

19831 and periodic fluid-solid 'nedia fSchoenberg, 19&
a, = iW H11 

5
' (2) they can also be expected to be necessary in solid-so

in which v. is the y component of velocity and Hy is the media. For an Al medium the density tensor must
"SH Hamiltonian" which depends on the elastic constants ivanant Lnder rotations about the z axis, and so p
and p,. diag(p, ,P).

Now the coimponents of Hv and HH are recovered numer- Equations (4) and (6) are used to recover the numeric
ically from the synthetic data for a particular plane wave, As values of Hv and H for several values of p,. Hv and h

are then squared; then we use the following formulas for I
shown in Fgure 2, the motions u and v., have been synthe. an 2 t xrc h lsi osat fteeuvl
sized at N > 3 "receiver" depths beneathand H to extract the elastic constants of the equivale
Receivers are separated in depth by Az. Let the synthesized homogeneous medium.
value of v, at dep:h j be denoted by (uv)j'. If an equivalent H' -I+iI, 2

homogeneous medium exists, then the synthetic SH data at JP I= P1
adjacent depths must satisfy J c-'(C,2 - C11)/2

(v,)j+ I - exp (isAz H)(v)j (3) (H1v),t ' C + Dp C = pn1C;4'

Therefore the numerical value of HU is recovered from any D -CtC ' - CZ'(Ct - CsC;3
two adjacent receivers in the form

I l (5 "" \ (Hv),. -Gp, G = qci(l + Cc')

H11i.1z a ('4)j () n!)1 - Mp, + NpI M Pit +P31 C13C
and one can expect to get a better estimate of H 1 by N = C1

2
1 I

3 V- C1I
averaging over all N - I pairs of adjacent receivers,

For the PSV system denote the synthesized value of u at (H,)2 = S + Tp5  
S = psC t  

T CCs
depthj by (i)j. Now form two 2 x (N - I) data matrices, A
and B. The columns of A are (u)N, .. , (u)2; and the P
columns of B are (U)N. 1 , " '", (u)I. If an equivalent homo- Least squares fitting of these formulas for at least two value
geneous medism exists, then these two matrices of synthetic ofp, yields the quantities I, J. C, D, G, M, N, S, and T. Th,
data must be related by elastic coefficients are recovered from them as follows.

A - exp (iho Az Hv)B (5) C. - N(D - T)-'

Accordingly, one can recover the numerical value of Hv as pit - C44I - C.C

I P33 (A - pIi)T-tHv - - In (AB ) (6),1ZC)N p3S
-  

(8

in which B- is a generalized inverse of B. The matrix C( C'D
logarithm here is just E

-
1 diag(In A,. In A2) E, where E C13 = C44(GC3) I) N Cs(M - PI)P3 5( N4

)

diag(At, A2) E is any diagonalization of B. If the computer cC 2 -N+ C -
_
.. Cs,(C'IC - D) + CsCs,

supplied (-57, 7r) branch of In ( ) is used, then receivers
must be separated by less than half a seismic wavelength, Ciz N -C, - 2CuJ
but if the (0, 21f) branch is used, then receivers can be
separated by nearly a full seismic wavelength. Thus the (0, The Ct, and pi, are complex quantities which depend on the
2wr) branch is better. Vertically travelling waves (P. = 0) are single frequency at which the two-way synthetic data were
most prone to aiasing because the effective vertical wave. generated. In order to see the frequency dependence of these
length of each wave type increases with p, quantities we must generate synthetic data at a number of

It can be seen that in order to generate the data matrices A different frequencies. The Q of each C11 is usually defined by
and B, only three receiver depths are necessary. Extra the relation [O'Connell and Budiansky, 19781
receiver depths add precision to the estimate of Hv, and
they also permit an estimate of the error in Hv. Forexample, Q) .(CuJ)
suppose six receiver depths are used. Then there are four - - (9)
three-receiver groups with 50% overlap and two three.
receiver groups with no overlap Consider the groups with where the minus sign on the right-hand side appears because
no overlap Propagation within a group is affected much we are assuming a forward Fourier transform 9 = ff. atmore by beds within the group than by beds outside of it. As e'"'. A Q defined in this way may not be immediately useful
the beds within a group have no currelation with those in a because it cannot be directly compared with a Q determined
nonoverlapping group, each group sees a different realiza- in the laboratory from physical propagation measurements.
tior of the medium The change in i1v between different A Q defined in terms of sound speed may be more useful.
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ly large, For example, let Qov be the Q of vertically travelling Notice that reversing the order of the components in bothcompressional waves and let' Q, , the Q of vertically As and t causes the omponents of 71 to be transposed acfss •

it media travelling shear waves. Natural definitions of these quanti- the lower left to upper right diagonal If a fracture of finite
tdSen, ties are thickness Az is filled by material with compliance coefficients

1984), i5,1, then the elastic stress-strain relation for the infilling
lid-sohid Qt 2 (~[(P335C33)'I] material gives directly

must be )/C 'J AsiAzl 4 i35][o p - ,.- [ ,/,) [,oB _- +" /' / T- z, <
53(P.IC44)'IJ(0 As,IAzj si 7734 17474 To j + OI(Az)

21 (12)

umerica; Q , -2 9i(p.IC.) 7s1A .J L8 s % 5 ii ssJL ,J

)and H, This shows that a horizontal zero-thickness fracture is just
is for H' The modulus Q of equation (9) will be numerically equivalent the limiting case of a fracture with thickness Az, whose
uivalent to a sound speed Q when the inaiginary part of density is isfilling material has compliance coefficients s,, given by

small, compared to its real part, and Q is greater than about
50. i3 3 3 I 71 7y: 717,z,

There is a way of improving the estimate of lv that has [ fri 
8i=s la- ?5 (13)

not yet been discussed. In the course of generating the [ j Az L 1,
two-way synthetic data for u - (sv,, TiJr and v,, one can
also generate synthetic data for w - (-,,, v:|r and 7,,. The For a vertical fracture parallel to the yz plane the correspon-
downward propagation ofw is also governed by equation (1), dence is

C2 C I) and the downward propagation of 7,, is governed by equa- r
tien (2). Thus these synthetic data can also be used to 'li 'lis "t1  17- 7 17,,y
determine Hv and HH, . Estimates of Hit from vi, data and %

5
ss 5| I 7z 7,, I Z (14)

from Ty, data can be averaged, but for Hv it is probably N6d 11y]
better to combine the w data with the u data at an earlier
stage. The simplest way to do this is to augment the data In some papers the fracture stiffness matrix k is used instead
matrices A and B with columns of w data: the matrix A of the compliance matrix q. Then t - kAs and k is just the
acquires the extra columns (w)N '..,(w)2,whilethematrix matrix inverse of q. The relations between the elastic
B acquires the extra columns (w)N.t, " -, (w). In theory, stiffnesses of an infilling material Cy4, and the stiffness

(7) these extra columns carry no new information, but numen- coefficients of the fracture kv are the same as in equations
cally, their irclusion is !ikely to improve the estimate of Hv. (13)-(14) except that I/Az is replaced by Az.

wo valuea It may seem strange at first that only one realization of a In the next section we consider horizontal orthorhombic
,nd T. The random microbedding or fracturing process is needed in fractures whose planes of symmetry are parallel to the
[lows: order to learn everything about the equivalent medium. One coordinate planes. For such fractures. Tl a diag(rIx, 71y,

explanation is that the random process is stationary. Thus, 77u). When an isotropic medium is fractured with or-
to the extent a group of receivers is separated from another thorhombic fractures the resulting medium is orthorhombic.
group, the two groups see different realizations. Further. When an Al medium is fractured by horizontal orthorhombic
more, both groups had better give nearly the same equiva- fractures, the resulting medium is orthorhombic. A special
lent medium or else the notion of an equivalent medium is case of the orthorhombic fracture is the transversely isotro-
not a useful one at that frequency. pic (TI) fracture. For a horizontal TI fracture, 7.',, 77,.

(8) When an Al medium is fractured by vertical TI fractures, or
by vertical orthorhombic fractures with a horizontal symme-

- NCV) 3. A SINGLE FRACTURE try plane, the resulting medium is orthorhombic.
Before treating fracture systems we derive generally valid Now we derive reflection and transmission coefficients for

reflection and transmission coefficients for the linear slip a horizontal fracture between two solids. The solids may
fracture model of Schoenberg (19801. The procedures for have any anisotropy and may be different from each other.
treating fracture systems, introduced in the next section, are The fracture may have any conplex compliance matrix "T

end on the I not Imited to this model, but the data and analysis of The first order system for plane wave propagation in the
data we Pyrak.Nole e 19871, who refer to it as the displacement upper and lower solids may be written as

icc of these I discontinuity iodel, indicate that it works very well for P
liumber of waves normally incident on a natural fracture in quartz iwDAD - (15)

defined by I monzonite. The single-fracture reflection coefficients are 04t tneeded to compute exact two-way synthetic seismograms

for a fractured solid by the Kennett [19831 method, in which v - v.,, v., v,1 r is velocity, I - (r,,, 1Z, c,,J7 is
( In the linear slip model the fracture displacement jump As honzontcl traction, A is a diagonal matrix, and D has the

(9) is related to the fracture traction t and the symmetric 3 x 3 form
fracture compliance matrix TI through the relation As = ,lt. [M, Md]

s because For a fracture parallel to the xy plane we write this in terms D a (16)
.' dt a of components as 1 ()

ately useful r This notation implies that the first three columns of D
determined As, ,, / ,, represent upgoing waves and the last three columns repre-
suremens [sent downgoing waves. No special normalization of the
sore useful. AsjL i. .1J Z columns is assumed here nor is any assumption made about



7i~ 7
4826 FrtszEe' DYNAMIC ELAsriCITY OF MICROBEDS AND FRACTURE SYSTEMS

R T2  equation (17) are real except for i. Thus t%e reflection and
/ / transmission coefficients for the fracture are always complex

MEDIUM I and frequency-dependent.

MEDIUM 2 Itse 4  
FRACTURED ROCKS

TI-1  R4 In this secton a fracture system consisting of plane
parallel orthorhombic fractures is embedded in an azimuth-

Fig 4 Reflection and transmission at a fracture tetween dissim- ally isotropic (Al) background rock. The background rock
ilar media. may have been generated using the procedure given above

for microbedding. The case of horizontal fractures is treated
first, then the case of vertical fractures.the ordering of wave typs within the upgoing and downgo For horizontal fractures the procedure is similar to the

ing grosps. The order may be unknown, and it may heprcdeginabvfoa cotle sim t.Fs,
different for the upper and -lower,,,olids. In , generally procedure given above for a microbedded sediment. First,
anisotropic medium it is sometimes diffidult t., distinguish sample from the statistical distributions for the fracture
the two kinds of S waves, and sometimes it is even difficult comphances andfortheinlerfracturedistance,togeneratearealization of the fractured medium. For example, one could
to distinguishP waves from s wav,,but if there is any use thesame compliance matrix "q for each fracture butattenuation, then upgoing and downgoing solutions can assume that the interfracture distance h has the exponential
always be distinguished by the signt'of the imaginary parts of distribution p(h) - Ai exp(-hl/). Then place a source intheir associated eigeovalues.nan threlztoangeeaesteicpnewvdtatThe notation for the 3 x 3 matrices of reflection a N zh : 4r e pztion bnenerat e source.i ln av aaa
transmission coefficients is shown in Figure 4. For exampl Generation of the synthetic two-way data can be carried
RI2 is the dowrwaid reflection matrix from medium I to ou tiby he sy3th o unth cn andout by the Kennett 11983) method using the reflection and
medium 2. Imposition of the fracture boundary conditions transmission coefficients derived in the last section. The
gives formulas for D, A, ctc., for an Al medium are given in

M M" T21 R12
]  

[M' M2  1 0 section 4.3 of Fryer and Frazer (1987). The formulas there
N,' N$l0 I - N2' Nd R

21 T
12  are for isotropic density, but the modificattons needed for AlRdensity are straightforward. Use of an Al density will be

, slN'lT21 N (T1 7) appropriate if the Al medium was generated from microbeds
(-1w) ) O2 (17) by the procedures of the last section, As the fractured

medium will be orthorhombic, synthetic data are needed for
In this equation the first row imposes the condition that (he at least two values of x slowness p, and two values of y
jump in velocity across the fracture be gi,en by -iwilt, and slownesspy. Forexampl,, one could generate synthetic data
the second row imposes the condition that traction be for the four plane waves with slownesses [(p.),, (py)t,
continuous across the fracture. The first column imposes R(P)i, (Pi,)2 ]. ((P.) 2, (r 1d, and [(p,)Z. (py)2J. These
these conditions for the case of waves incident from below synthetic data are then inverted using the one-way wave
(medium 2), and the second column imposes them for waves equation for vertical propagation it. an orthorhombic solid.
incident from above (medium 1). This part of the procedure will be the same for vertical

Solving for the downgoing transmission and reflection fractures as for horizontal fractures. Discussion of it begins
matrices yields below, at the paragraph containing equation (25).

For vertical fractures, shown in Figure 5d, the background
Tt  2 (Mi- [(-ia)ii + ( Al medium is first rotated by 90 about the y axis, so that its

ais of symmetry is parallel to the x axis. Denoting the
M - Mr(Ni)'iN } (18) elastic stiffness coefficients of the original Al medium by Cl'1,

and and the coefficients of the rotated medium by t 1, we have
(Fryer and Frazer, 1987, section 4.21

R'
2 

= (N1 ) (N T12 - Ni' (19) ell= 63 61 = 13 e ' ei-

For the upgoing reflection and transmission coefficients the C22 = e11 23 = t1 2  6 ' eII (22)
results are e 44 = C 6 C55 - e. ' r -

Tt = (Mu - [(.iw)q + Md(Nd)'I]N) - i with all other t'u being equal to zero. These relations are
obtained from the stress-strain relation for an Al medium

(M" - M (Nd) N (20) [e.g , Fryer and Frazer, 1987, equation 4.51 by transposin
each 3 x 3 submatrix of the 6 x 6 matrix (C,,) about its lowei
left, upper right diagonal The effect is to interchange indice!

R21 = (N d)-i( 'T2i - Nz") (21) 1 and 3, to interchange indices 4 and 6, and to leave indice'
2 and 5 unchanged. The derivation of equations (22) als(

For a horizontal TI fracture between two Al solids these uses the fact that the unrotated medium is Al, so that man)
formulas reduce to similar 2 x 2 matrix formulas for PSV, of the C1,] arm the same

and similar scalar formulas for SH. If medium I, medium 2, If the Al medium was generated using the procedure giver
and the fracture have infinite Q, then all quantities in in section 2, then it will have tensor density which must als(
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(H2)1 I = C + Dp + Ep,' (27a) For horizontal fractures we are now done. In the case of
firctures which were originally vertical the fractured me

in which C = piCT', E = -C66C 
I, and D = C13CT

I
' dium must now be rotated back into its original orientation.

-- C "'(CI - C1C3'ci1); This reverses the rotation performed earlier. Denoting the
coefficients of the vertically fractured medium by (ll we

(H2)12 - Gp, (27b) have

in which G = Cj31(I + CtiCs'); = C.3  ei = Cz ' 
= C,3

(H)13 . Fpxp, (27c) C22 = C22  23 = CI2  C33 C-i (29)
inwhichF=C2 3 CT - CI(C6s+Ci2-CI3C23CTi); e 4 =C66  C =C$$ C66= C44

(H2)2i -MP + NPI + Op'p" (27 d) with all other C, equal to zero. Density must also be rotated,

in which M - pt: + p33 C3CT'i, N = CI'3C i - Cl,, and back. The density components of the vertically fractured
0 - CiIC23CTi' - 2C6 - C12; rock are given by

f(H2)22 S + Tp + Up (27e) P P3 i5. = P2 f'z Pi (30)

in which S - p33 CT
I
, T = C1C;3, and U = 23CT3; These are the elastic coefficients and densities of a rock

3 whose interfracture material is Al (with elastic coefficients.
(H')23 = Pp7 + Qp,' + Rp p, (27f) 'tij and densities oi), and whose fractures are parallel to the

in which P - . +P. 3 C2 C3, Q -, C CC - C22, and yz plane with fracture compliance matrix dag(7,, . 17,. 77u).
R = C)C 23CT -2C6 - C12 ;

(H) - Hp.p7  (27g) 5. ONE-WAY WAVE EQUATIONS

in which H - CIC)
I

3 ' - CZIi(C66 + C12 - CC 23 CT3), In this section the one-way elastic wave equations used
above are derived. For an elastic medium the linearized

(H2)32 - Lp, (27h) momentum equation is

in which L - CTl(I + C2sC4'); and -W2 0uj -, aIe +Jj (31)

(H2)33 _ I + Jp + Kp'1 (271) in which so is temporal radian frequency, Uj is displacement,

in which I - p,2CZ', J - -C66Cj, and K C2 3 C t Tis stress andf, is the body force per unit volume, Herewe
n Ci(C2  - C13CTI ) are anticipating a medium with microstricture by letting the

The derivation of these expressions is given in section 5. inertial mass density be a symmetric tensor po instead of the a
Note that for an orthoihombic medium, p must be of the usual scalat. The linearized constitutive relation is
form diag(p,,, p,,, Pu=) with all other components ofp equal
.1-o zero. This is the most general second-order tensor that is C, O

u 
ut (32)

invariant under inversion of each coordinate axis. Numerical in which (cu) is the fourth-order elastic stiffness tensor.
values of the coefficients C, D,. • •, J. and K are recovered Both the constitutive relation and the momentum equation N
from the numerical value of H2 using least squares and four are frequency domain relations, so that. in general, all terms de
or more plane waves, Then the numerical values of the Pa in %ach equation are complex and 0-dependent For an me
and the C, in the equivaletit medium are obtained by the orthorhombic medium with symmetry planes parallel t. 'he the
relations coordinate planes these equations can be rearranged as opI

C5 -= N(D - T)" Cu = Q(K - U) i Fo
0t 0 1 0 1 Oi4 li t

Pit - CSI
C  

P22 - C441 0 0 0 a6, a3 a& We

p 3 - (M - p lI)T " - (P - P 2 ) U I 0 0 0 02 02 05) upg

C33 =P33S C6- -C 44J -CsE r, al a4 6 042 0 0 0 the

C13-C33T0(M-pI)C3p
I  

u, a), a36 a32 0 0 0 dow.
(28) _0Z Lal am a32 0 0 0 gove

C23 - C33 U (P - p22)C3)P
T

Cii= -N + CFCT3' with
- Wave

C2 = -Q*C)+cj
t l  I , 0 (33) and 5

S -f Opt
C12 

= 
-Cs5(F- C23Ch') - C66 + C13 C2 3 C;1 0 that e/

S-Co(H - CsC 3 )-C6+CI3C23CTI L anN
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le case of in'which a. stands for O1a, and the components of the FREE SURFACE ______

turdifle- first-order system matrix on the right-hand side are *
neniatiOn- aI .TIa1 -SOURCES ____j tixlg the 4a 1e a6Q3 , p33w
y e a ,,, __________,_,_fl

Sa24 0 a,3 :RECEIVERS=--

a4 : P1 +
2 + ax + ay C6 oy a6 aX

(29) 3 a = X19J a - -C
T31

( as, a Y218a + OC6ay a, = ayX 2  BOREHOLE

Fig. 6. Multioffset VSP geometry. Each surface source is re-

be rotated a IS - 0 corded by at least three borehole geophones.

y fractured a65 - ay

au = -CZ' square root can be calculated by well known numerical

(30) (34) methods. The main difference between the square root of a
a34 - aYtZ9y + ayCu6l scalar and the square root of an N x N matrix is that thelof ok former has 2 - 21 branches, whereas the latter has 2Nv cof a,~nt a32 - X2e z a, vlo :

'ofia roc 2 branches. In the forward modeling of seismic waves it is

icallel to the fPZZ6 +"yIi + necessary to construct X from assumed density and elastic
1, nu)- in which profiles. Construction of X from synthetic data, as in this

paper, is a much simpler problem.
X1- C3CL' for 1 - 1, 2 In a homogeneous medium, Fourier transformation of the

dabove equations replaces a. by ikx , and O, by iky . Then it is
and convenient to replace the displacements u, and u,, in the

lations used definitions of i and r,, by the velocities -tiwu and -iwu,,
,e linearized YuI CII - C13 C 3 C 3

t  for!,. J (I, 2) respectively. With the Fourier transformation and the
With some obvious changes in notation we rewrite equa. change from displacements to velocities the variables of this

(31) tion (33) as section become the variables introduced above in section 4.

r Thus t becomesu,reomesw,and both% %and I turn
isplacen () 0 - . , into -6 2 1

2, where the components of H2 are given by
c, en [ 1 0 equations (27). Equation (36) becomes.me. Here we aa u

by letting the Applying 0, to both sides of the above equation and ,0[u]

,nstead of the substituting for a[21 in the result, yields the second-order W:u - f2 0 1 1 + ,ghJ (38)
ni system I0 0IJ

where the components of K and L are obtained from (34).
(32) +U.1 C 0 4I 9 lk 36 Factorization of (38) gives the one-way plane wave equation
(e ]i +-J 3 (25). In an Al medium, H ts block diagonal, and the full

turn equation Note that this equation is valid even when coki and p# one-way equation (25) decouples into the one-way PSV

eral, ll terms depend on x, y, and z. All we have assumed is that ite relation (1) and the one-way SH relation (2).

dent. For an medium is orthorhombic with symmetry planes parallel to
aratlel to the the coordinate planes. Each component ofX.3f is the negated 6. CORES AND VERTICAL SEISMIC PROFILES

ranged as operator transpose of the cor'espondiig component of X2. One of the goals of the microbddian theory of section 2 isFor example, the 12-component of 5(6 is -Css
t
OX. - to resolve the discrepancy between sound speeds Inferred

aoC ax nd the 21-component of-TX is -Xa~C 5' - Cj3 J_

We n from velocity logs, or cores, and those inferred from seismic
Wenow assume that c6u and p# are independent ofz, so that data. The path to this goal is necessarily indirect: bed

o05 upgoing and downgoing waves are decoupled. Then the thicknesses from cores are used to make synthetic two-wave

a25 second-order operators in equation 136) can be factored into data; these data are inverted for an equivalent medium;

0 the product of two first-order operators, one of which seismic sound speeds of the equivalent medium are com-annihilates upgoing waves and the other of which annihilates pared with sound speeds inferred from seismic data. How-
downgoing waves. Outside the source region the motion is ever, there is one situation in which a more direct compar-

0 governed by ison is possible.

00 (37) Consider the multoffset vertical seismic profile (VSP)
geometry shown in Figure 6. For each source, upgoing and

with similar relations for i' * and t,-. Here 4 * and iv * are downgoing waves are easily separated by filtering in the -k
iwaves travelling in the +z direction (downward) direction domain. Then for each receiver the upgomg and downgoing

(3) (_)yn]X . waves can be Fourier transformed into the sp, domain. If
11 1 Operators like X are not very familiar objects in seismol- the sediments are A], then for each p. the downgoing wave

'ogy. A useful (and cotrect) way to think of X is to imagine data at successive depths are related by the one-way SI!
that each operator comonent of X2 has been discretized as equation (2) and the one-way PSI equation (1). Equations

If . in N x N matrix. Then X6 is just a 3N x 3N matrix whose (6)-(8) can therefore be used to recover the medium zrom the
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VSP data. A minor problem occurs because the recorded horizontal plane of symmetry Exact two-way modeling for
PSV data consist not of v. and 7. but of v, and v, To get such a background is straightforward (Mallick and Frazer,
7,, from v, and v,, assume initial values of CII and C)3. 19901, but so far I have not den% ed one-way wave equations
Then use the stress strair relation for a material without a horizontal plane of symmetry.

In the multioffset VSP application, if a grid of surface

(Cilaos + CssOIv,) (39) sources is recorded instead of a line, then one can invert for
i) ()an orthorhombic material using equations (26)-(28). The

Here dav, is given by icop, v,. and aOv is obtained as VSP data must first be rotated le g., Alford et af., 1986) so
where 5 is Fourier transformation along the that the symmetry planes of the medium are parallel to the

FTik9,v.,weeF sFuirtasomto ln h coordinate planes. This does not require much knowledge of
borehole. Then use equations (6)-(8) to get improved esti- the medium; it is only necessary to assume that the medium
mates of CII and C33. Then update T,, using (39). A few
iterations of this procedure must recover density and Cl is orthorhombic with one of its symmetry planes parallel to

front the VSP data. In the absence of noise, these ought to be the xy plane. Also, for multioffset VSP. there is no limitation

the same as the densities and C, generated from core to a single set of vertical fractures. If the data area is known

bed.thickness data. to have nonparallel sets of vertical fractures in an Al
background, then it can be inverted using one-way theory for
a monoclinic medium with a horizontal plane of symmetry.

7. DiscussION AND CONCLUSIoNS The appropriate one-way equation is straightforward to
denve by the method of section 5 because a horizontal plane

Data analyses using the theory will be presented in future of symmetry always gives a first-order system like (33) with
papers. Such analyses should answer such interesting ques- blocks of zeros on its diagonal. S
tions as whether tensor frequency-dependent density is Earlier the remark was made that as bed thicknesses (or ih
really required for modelling microbedded or fractured ma- nterfracture distances) approach a significant fraction of a r
terials or whether real scalar density is a good enough sesmic a ncepo aneqiant mdium a n

approximation. Other issues can only be addressed by wea mpe waveis that an
extensive numerical testing. For example, reults obtained begins to lose its usefulness. Physically, what happens is that

using the method of this paper must tend. as frequency the displacement function appears to be discontinuous on

approaches zero, to the static resu:i;s of Schoenberg and the scale of a wavelength. In a fractured medium, for

Douma 119881. One would like to know, for typical sedi. example, the displacements are always discontinuous across

ments, the frequencies below which a static approximation is fractures, but if there are enough fractures within a seismic Atfi
acceptable, wavelength, then the magnitude of each jump is relatively D

The main disadvantage of the theory above is that the small compared to the total displacement. If there are few E

microbeds and fractures are assumed to be planar and fractures within a wavelength and the fracture compliance is Bael
tat

parallel. For many rocks this is a poor approximation. low compared to the interfracture rock, then the displace- Bud,
Another disadvantsge is that i, can only be utilized with the ment jump across a fracture will be quite noticeable. The sol
aid of a computer. Computer programs based on the theory situation is similar for a microbedded sediment with the role Bum
may provide physical insights, but the theory itself provides of the fracture being played by the most compliant type of pro
no insight. This is due, at least in part, to the completeness microbed. The tractions "T, -y,. and r,, are always much 231
of the physics. For example, all interbed and tnterfracture smoother than displacements, as can be seen by considering Burpro/
multiples are included in the generation of the synthetic the linearized momentum equation (31). If density is con- 19-4
two-way data. If a more approximate two-way theory were stant in (31), then continuity of displacement at an interface Chin,
used, say one which incorporated just a few multiples, then implies that even the spatial derivatives of stress must be in s
it might be possible to invert analytically for the equivalent smooth across that interface. 483.
medium. I have not attempted to do this, partly because any Even when frequency is so large that an equivalent Frazer,
results obtained using such an approach will generally re. medium becomes a dubious concept, we may stilt wish to main
quire checking by the full method given above, find an equivalent medium. The best way to do this would be Fryer.

In regard to fractures, one of the advantages of the method to take advantage of the smoothness of the stresses and to tropic
of this paper is that it is not tied to any particular fracture invert for the equivalent medium using a one-way equation Systen
model Although reflection and transmission coefficients for the stresses alone. I have not been able to derive such a 'odfrey
were denved above for the displacement discontinuity one-way equation. However, there are three ways in which wih N
model, these need not be used, instead, fractures can be the procedures above can be modified to approach this goal Solids
modeled as sequences of layers, with high strength material The first and simplest way is to generate synthetic data at a ludsos,
for the outer layers and weak material for the inner layers. large number of receivers so that the number of columns in Cambn

A limitation of the theory, in its present state, is that it the data matrices A and B becomes very large A second way tUdson.
does not allow one to generate a medium equivalent to is to smooth the synthetic displacements over some fraction
nonparallel sets of vertical fractures An Al background rock of a wavelength before forming A and B This requires the
so fractured is monochnic with a horional plane of sym- generation of synthetic data at many more receiver depths
metry. However, in the method of this paper, in order to A third way is to take advantage of the smoothness of the
incorporate the second set of fractures the equivalent me- tractions and to synthesize a smoothed displacement from
dium containing the first set must be rotated so that the these tractions, putting this displacement into A and B This
second set will be horizontal when inserted. Thus neither the must be done iteratively as displacement and stress are
bad.kground medium, containing only the first set, nor the related by density, and the density of the equivalent medium
resulting equivalent medium, containing both sets, has a is not known To simplify matters, consider only PS' L
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Computation of Synthetic Seismograms for Stratified Azimuthally Anisotropic
Media

SUBHASHIS MALLICK AND L. NEIL FRAZER

Hawaii Institute of Geophysics, University of Hawaii, Honolulu

We outline a method of computing synthetic seismograms for stratified, azimuthally anisotropic,

viscolastic earth models. This method is an extended form of the Kennett algorithm that is efficientSfor multitoffsiet vertical seiindc, profilingjThe model consists of a stack of homogeneous plane layers,

and the response is computed iteratively by successive inclusion of deeper layers. In each layer, the
6 x 6 system matrix A is diagoalized numerically; this permsit treatment of triclinic materials, i e.,
those with the lowest posible iymmetry. Jacobi iteration is an effiiient way to diagonalize A because
the entries of A change little from one wavenumber to thenext. When the material properties are
frequency dependent, the waveimber loops ar inside the frequency loop, and the computation is
slow even on A'supercomputer. When the material parameters are frequency independent. it is better
to make'frequency the deepest loop, with diagonalization, of A outside the loop, in which case
vectorization gives a relatively rapid computation. Temporal wraparound is avoided by making use of
complex frequencies, and spatial alasing is avoided by using a generalized Filon's method to evaluate
both the wavenumber integrals. Various methods of generating anisotropic elastic constants from
milcrolayers. cracks, and fractures and joints are discussed. Example computations are given for
azimuthally isotropic and azinuthally anisotropic (AA) earth models. Comparison of computations
using singee and double waveaumber integrations for a realistic AA model shows that single wave.
number integration often gives incorrect answers especially at near offsets. Errors due to use of a
single wavenumber integration are explained heuristically by use of wave front diagrams for point and
line sources.

INTRODUCTION mated the magnitude of upper mantle anisotropy. based on
laboratory measurements. Calculations of equivalent elastic

Until recently, most seismic data have been analyzed and moduli for an isotropic medium containing cracks have been
interpreted assuming wave propagation through an isotropic given by Hudson 1981) and Nishizawa (1982]. Calculatios
earth. This assumption was adequate for explaining most of the equivalent transversely isotropic elastic moduli for a
features of seismograms. But with the increased use of three medium composed of thin periodic isotropic layers were
component seismometers and large arrays, seismic signal to given by Schoenberg (19833 Schoenberg ond Douma (1988)
noise ratios have improved to the point where anisotropic extended the procedure of Schoenberg [1983) to obtain the
effects are often seen in data, especially shear wave data. equivalent elastic moduli for a medium composcd of thin,
Hence there is a growing awareness that the assumption of periodic, arbitrarily anisotropic layers with sets of orientedisotropy is often incorrect and that we must develop the cracks. Their procedure can handle multiple intersecting
means to analyze and interpret data on the basis of more crack Tems ande ra he molto terck

general anisotropic earth models. crack systems, and they relate their crack model to the crack
Anisotropy has been widely detected in the cnst and in models of Hudson 119811 and Nishzawa (1982).

the upper mantle (e.g., Fuchs, 1977; Stephen, 1981; Ander- As realistic values for anisotropy within the Earth become

son and Dzeiwonski, 1982; Shlmamura, 1984; Anderson and available, there is now a growing need to be able to compute
Regan, 1983; Johnston, 1986; Becker and Perelberg, 1986; accurate synthetic seismograms for a stratified ansotropic
Lynn and Thomsen, 1986; Alford, 1986; Willis et al., 1986; medium. Seismic modeling capability for azimuthally amso-
Muler et at., 1988), and laboratory measurements imply that tropic (AA) media has been relatively slow to develop both
it is common in both crystalline and sedimentary rocks because of the complexity of the mathematics and because
(Bachman, 1979; Christensen and Salisbury, 1979; Babuska, of a lack of the necessary computer power. The mathematics
1981; Rai and Hanson, 1986). Anisotropicbehaviorofearth of susrface wave propagation in stratified AA media were
materials may be inherent; that is, it may be due to the treated by Crampin [1970) and Smith and Dahlen 11973) and
anisotropy of the crystals from which a rock is formed, or it were extended to include body waves by Keith and Crampin
may be induced by thin layering, by fractures, or by cracks. [1977a, b]. The first synthetics were the simple plane wave
Cramph, et al. (19841 review the many different causes of seismograms of Keith and Crampin (1977c). Booth and
anisotropy. Thomsen 119881 reviewed the effects of azt- Crat.pin (1983a, b] constructed synthetics for point sources
muthal anisotropy on surface seismic reflection data. using a single wavenumber integration. This gives exact
Though anisotropy has been detected and its presence is solutions for azimuthal isotropy (Al), and approximate so-
now thought to be widespread, there have been very few lutions for azimuthal anisotropy, good only when the azi-
available data of the type needed to compute realistic muthal anisotropy is very weak Fryer and Frazer (1984)
amsotropic models. Recently, Christensen (19041 has esu- descnbed an exact method for computing the synthetic

seismograms for a stratified asisotropic medium, using Ken-
Copyright 1990 by the American Geophysical Union nett's (1974, 1983) imbedding algorithm Subsequently,

Paper number )OJB00091. Fryer and Frazer (19871 gave analytical expressions for the
0148-0227/90M9JB-00091305 00 cigenvectors and eigenvalues of the system matrx A (de-
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Thus; for' examplec, the expressions of Fryer and Frazer cy ... Cy cyyU CWZ CyyXZ cypy
[19871 can be used to calculate synthetics seismograms fora = x c c c c,, c 0 , •laycii 'lmodel~vnth-multiliie inti:rsect sts of vertical C. e zu- cZy cZZ~Z curt catz ctm
fracthfes, but they'caliiot be used to treat a model with even ill- cyy CrUZ Cye CyZs C7 zY

a single s&l of dipping fractures. To' overcome this restric- Ctxx cryy CUZ Coyz cxz. Cnnrr
tioi, 'Frazer and- Fryer [1989] developed two numerical C nn, C-W cx C x,,,, . cxy,
methods of dia'gonaliiing A in the general trichnic case. and
Their resultswere, used by Van der Hiden [1987) in his d
extension of the Cagniard-de Hoop method (de Hoop, 1960] e , (exx, e5r, P,2, 2e7,, 2ez, 2 e)
to anisotropic models; but the Cagnlard-de Hoop mihod is
inadequate for multilayered earth models when' a complete Then, assuming the existence of a strain energy function, it
response is needed. Gajewski and Plenelk (1987] used ray can be shown that c nl - ckly [e.g., Aki and Richards, 1980,
theory to compute high-frequency synthetic seismograms in pp. 20-231. This means that the (6 'c 6) matrix C in equation
laterally inhomogeneous anisotropic media. Chapman and (2) is symmetric and there are only 21 independent elastic
Shearer (1988] showed that ray theory is difficult in "AA constants in the most general anisotropic medium, satisfying 1'
media because of the coupling between different types of equation (I).
shear waves. Taylor [1987] has shown how to choose an Besides the constitutive relation, we need the momentum
optimal ccUtcr for the single wavenumber integral cohipu, equation
tation of synthetics in AA media by the reflectivity method.

This paper describes how the numerical techniques of pd - V -r + f
Fraser and Fryer (1989] for diagonalizing A are incorporated
into the vertical seismic profiling (VSP)-efficient Kennett or
algorithm of Mallick and Frazer (19881 to give a method for
the computation of synthetic seismograms in stratified media PUtu a TQj +f (3)
with arbitrary anisotropy. where f denotes the external body force per unit volume.

We now apply a triple Fourier transform to our variables.
BAsic THEORY For any function g we define

Here we briefly review the theory of wave propagation ina stratified anisotropic medium and show how synthetic &(ky, zc, w, s) a gx, y, Z, 1)

seismograms can be computed. We work in a Cartesian
coordinate system x, y, z (orxi, x2,x)) with the z (orx3) axis •exp (i(ot - k~x - key)] dx dy dt
pointing vertically downward.

As we work in Cartesian coordinates, we identify the and
displacement vector u with the column vector (u, is,, ,]

r .

We use (to denote the sealed vertical traction vector fff
(i/so)[r,i, 7, 1

r jin which 7r,,, T., and 7a are components g&x, y, z, t) - 1/(81r) j j (k, Icy, e, so)
of the stress tensor 'r.

The constitutive relation is -exp [(kxx + kyy - Ot)] dk, dky do

! .Ce in which all integrations are from -w to -. For calculations,

or it is more convenient to work with the slowness components
p, = Qio and py = ky rather than the wave vector

T cr4 sess (I) components k, and A,.

In the transformed domain, it can be shown (e.g., Wood-This equation relates the components of the stress tensor 1/ house, 1974] that the constitutive relation (I) and the mo-
to the components of the strain tensor es through the mentum equation (3) may be written together in the form
components of the fourth-order elastic tensor cqjJ. The
elastic tensor c has the symmetries (due to the symmetry of O b - iA . b + F (4a)
the stress and strain tensors),

in which a, is ala,
Cs=Cdt=Cssb a [uJ, tTl (46)

Thus, of the 81 components of the elastic tensor, only 36 are

distinct. The six independent components of the stress F = s10, 0, 0, ifC, (f, (ml (4c)
tensor can be related to the six independent components of
the strain tensor through these 36 components by a (6 x 6) and A is a (6 x 6) matrix whose elements are functions of the
matrix C: elastic coefficient matrix C, frequency (o, slownesses p,, p,

aa C-e (2) and the oensity p. This matrix has the form

where A T " ) (4d)

a a (rx, ,, iz, TZ 7 T.) S T

'1

I
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where T, B; S'-are all (3 x 3) matrices, Sa nd B being D =SD' (10)
1ymmetric. If it happens that the medium has infinite Q and
that P and P, are rIal; then A will be teal, at source and receiver depths. Here D' is the matrix of

Let D denote the local eigenvcrtor matrix of the matrix A eigenvectors of A'. One of the advantages of working in the
Thus each coluin of D is an eignvector of A and symmetnzed system is that the columns of D' are orthogonal

in the Euclidean inner product, whereas the columns of D
AD =DA (5) are K orthogonal for

where A - diag (A,, A2, A3, A4, A5, As) is the matrix of K 0 0) (1I
eigenvalues. The wave vector v is then defined by(t )

DT t nI being a 3 x 3 identity, matrix. This means (see Frazer and
Vion, it Fryer (1989] for the details) that the inverse D-i ofD is given

, 1980, where b is the vector of physical variables in equation (4) and by

luation D-1 is the inverse of the eigenvector matrix D. The compo- D-' = DTK (12)

elastic nents of the wave vector can be regarded is the'amplitudes

tisfying ofthe six plane waves which propagate independently in any whereas the inverse (D')' of D is given by
homogeneous region'. The eigenyalues, A I A6, are the (ty)

"
i (D)r (13)

lentum vertical componenis of the wave'vectors associated with in which superscript T denotes the usual matrix transpose.
these plane waves. The columns of D are ordered so that the n he elscptenos freuncy d t thp
three upgoing solutions come first, followed by the three

downgoing wave solutions. This ordering is necessary for and p, loops must be inside the frequency loop. Then, A

the Kennett algorithm where reflection and transmission must be diagonalized for each p,, py, and W. However, if the
elastic tensor is frequency independent then the &i loop can

coefficients are calculated. It is not necessary to know which be made the deepest loop, with diagonalization of A outside
columns are P and which arc S. Columns corresponding to th t loop , en oa aon o outsire

upgoing waves are easily distinguished from those of down- hat loop. Therefore, even on a nonvector computer, fre-
going waves by the signs of the imaginary parts of their quency independent models are much more rapidly com-

lume. associatedped than frequency dependent models. On vector omput-
All plan v layer algorithms for synthetic sismograms make ors that difference in speed is magnified because the code for

use of the quantities introduced above. The particular diagonalization of A contains numerous branches and is
method used to compute the examples of this paper is the therefore difficult to vectorize over p. and p..

methd ued o cmpue te eainpen f tis ape isthe To avoid time aliasing (wraparound), we use complex

Kennett (invariant imbedding) algorithm discussed by Fryer freuenie llowing he apr ound by m lea
and Frazer [1984) and extended to the VSP case by Mallick frequencies following the procedure outlined by Mallick and

and razr (984 an exendd totheVSPcas byMa~irk Frazer [1987], and so avoid spatial aliasing, we use the

Ix dy dt and Frazer (1988]. Essentially, this algorithm computes the trapezodal Flon method [Frazer, 1977; Fracer and Get.

response for a stack of homogeneous plane layers iteratively trs 9oieal uteth (Fra ls over and e.

by successive inclusion of deeper and deeper layers. For trust. 19841 to evaluate the integrals over p, and py. Our

each layer we obtain the eigenvalues and the cigenvectors of slowness contours are straight lines at small angles to the

the elastic system matrix A by diagonalizing A numerically. Re (p,) and Re(p,) axes. With the slowness loops outside

This permits the treatment of triclinic materials, i.e., those the frequency loop the same two slowness contours are used

with the lowest possible symmetry. A is a function of C, p, for all frequencies. If w has a constant imaginary part (to

dk, dw and the slownesses p, and py. Since the entries of A change avoid wraparound), then each frequency has slightly dif-

little from one p, (or p.) to the next, Jacobi iteration (Golub ferent contours in the complex k, and ky planes. At low

ilations, and Van Loan, 1983, pp. 295-301] is an efficient way to frequencies, where the real part of o is small, the k, and ky

iponents diagonalize A. Before diagonalizing A it is convenient to contours will be far from the real k, and ky axes, respec-

r vector symmetrize A (Frazer and Fryer, 1989] by means of the tively, and numerical problems can result. Good results can

similarity transformation be obtained by choosing the angle of the p, contour to the

Wood- Re(p,) axis so that A-, is real on that contour for w in the

the mo- A' - S-'AS (7) middle of its b'ind. However, if the frequency band is wide

e iowh then lm(o) should be kept small; that is, one should not
in which attempt to attenuate wrapped around energy by more than a

(4a) e".14 (1i factor of 10. Band limiting of wavenumber and frequency
S. 2(8) integral transforms was done with Hanning windows (see

t 77 t 71 Mallic. and Frazer (1987] for details). For an AA medium,

we first compute the reflectivity function in (p., p,, w) space
(4b) and is the 3 x 3 identity matnrx. Then A can be diagonalizd and then use a triple Fourier transform to obtain the time

using the algorithm of Eberein 11971] for complex symmet- domain synthetics. However, when the medium is azimuth-
(4c) ric matrices In practice, rather than symmetrizing A at each ally isotropic (Al), the reflectivity function depends only on

step, we work with the transformed first.order system radial slownesp, t (pr + pe)v and on frequency o Then

;.s of the 3,b' = iwA'b' + S-IF (9) the transform from (p,, o) space to (r, wo) space is camed

i' P ', P , out by the familiar Bessel transform, and the time domain
The new vector of physical variables b' = S-'b is continu- synthetics are obtanod using a Fourier transform.
ous at an interface between two solids, so reflection and

transmission coefficients can be calculated just as with the GENERATION OF ELASTIC CONSTANTS
(4d) original unsymmetrized system. It is only necessary to go When we think of anisotropic earth models we do not

back to the original system via the relation usually think in terms of 21 elastic constants More often we
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3think i terms ofanlsotropy due to fractu o joints or model and with the joint model (discussed below) for micro-
ausbipopy due to sequences of thin layers, such as sand and cracks withaspect ratios as large as 0 3 In this context
shaleThus it is convenient to have some method of gener- "agreement between models" means that different crack
ating equivalent constants for fractured media, thin.layered parameters in different models can be chosen so that the
media; and fractured thin-layered media. This convenience resulting elastic tensor components agree to within a few
becomes a neZessitymwhen it is recalled that the main use of percentage points,
synthetic seisniograms'is to model effects seen in data, and Schoenberg and Douma [1988] show how to generate the
from this modeling to infer the values of meaningful Earth elastic tensor for a homogenous medium containing frac-
parameters. For example, if the goal of modeling is to infer tures, i.e., parallel "microcracks" of infinite aspect ratio.
the direction of fractures in a certain area, then it is neces- The material between the fractures can have any anisotropy
sary to specify fracture direction and fracture compliance as In Schoenberg's (1980] linear slip model of fracturing, trac-
input parameters, rather than elastic constants. lion is contiiuous across a fracture, but displacement is

There are a number of current thrones for generating discontinuous there with a jump proportional to the traction.
equivalent elastic constants for fractured media, and new I6 ,the quasi-static approximation to such fractures the
theories are being developed. Researchers dismayed at the components of stress normal to the fractures, and the
thougt of having to become experts in this area simply to components of strain tangent to the fractures, are assumed
find which way the fractures are pointing can take comfort to be constant over a wavelength. Other components are
from two observations: First, there is some evidence that at replaced by their average values. However, propagation
least two very different theories give practically identical through rock containing linear slip fractures is inherently -
results. Second, our experience has been that at least one of dispersive because of the reflection and transmission that a:
these theories is straightforward to understand and to apply. occur at each fracture, and this effect is not modeled by the
Finally, for the case of weak anisotropy Thomsen (1986] Schoenberg and Douma (19881 procedure. Schoenberg
showed that only three parameters are necessary to charac- (1980, 1983) has derived exact reflection coefficients for the
tenze the anisotropy, and he tabulated measured values of interface between a fractured medium and an unfractured
these parameters for 46 sedimentary rocks, medium, and Pyrak-Nolt¢ el al. 119871 have shown that the

In Hudson's (1980, 1981) theory for generating the elastic equivalent dynamic modulus for compressional wave prop-
coefficients of a cracked rock. the cracks are assumed to be agation normal to a single fracture gives good agreement with
small in the sense that va << 1, where P is the number of experimental results at high frequencies. Schoenberg and
cracks per unit volume and a is the mean radius of the
cracks. Furthermore, the radii and separation distances of
the cracks are assumed to be small compared to a wave- HORIZONTALS VERTICALS
length, and the interaction between cracks is assumed to be 3 0
small. Using a second-order scattering theory of Keller b
11964), Hudson (19801 derives an integral equation for the
mean field in such a cracked medium. When this mean field 2 Jill
is taken to be a plane wave the resulting integral equation H',
can be manipulated Into the form of an elastodynamir I
equation for an equivalent medium whose elastic constants
are given in terms of the crack parameters and the elastic
constants of the original uncracked medium, The effect of I J
the cracks is to perturb the elastic tensor c. iudson 119811 a I
has also derived frequency dependent expressions for the 0

anisotropic variation of dissipation, and Crampin (1984) has
recast these expressions into the imaginary components of .R R
the elastic tensor c. More recently, Hudson has extended his W Douma
method to the case of multiple sets of cracks aligned in 3 jI ground
different directions (Hudson, 1986) and to the case of par.j 11981] tI
tially saturated cracks (Hudson, 1988). For cracks, the One
advantage of the Hudson theory over the Schoenberg the- 119881 qiory, discussed below, is that the Hudson theory is dynamic; of equiv

that is, it gives the frequency dependence and imaginary part I , the samt
of the perturbed elastic tensor. berg ann

Nishizaiva 119821 has attempted to overcome the limita- I thin layc
tion of low crack density by an iterative approach. New group; a,
elastic constants are calculated for a medium with a very low 01 the grout
crack density. The resulting equivalent medium is then I ] paralle fI
cracked with a very low crack density, and so forth until the TRANSVERSELY IS9TROPI that fracil
desired crack density is reached, So far, Nishizawa's [ 19821 0 *OO loco 20O 0 group ele
approach has been applied only to cracks of circular cross OISTANCE (m) fractures
section in an isotropic material. It is not yet known whether practical

thi aprochcorecly odls rak-cac inerctins Fig 1. (a) and (b) Hortonal and vertical components of moI patia
this approach correctly models crack-crack interactions, ion computed ising the isotropic model shown is Table I (c) and f19881 has
however, Schoenberg and Douma 119881 have shown that (d) Same as Figures ta and lb. but foi the transersety sotropc crust has
the Nishizawa model agrees with the Hudson microcrack model shov.n i Table 2 horizontal

-1
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Fig. 2. (a). (b), and (c) The x, y. and z components of displacement for a source polanzation in the x direction.Computed using the model shown in Table 3. (d). (e), and (f) Same as Figures 2a. 2b. and 2c but for a source in they direction. (g). (h), and (1) same as Figures 2a, 2b. and 2c but for a source in the z direction

Douma (1988] find that flat microcracks in an isotropic back- Frazer 11990] has outlined how frequency dependent elas-
ground material can be modeled equally well by the Hudson tic moduli might be obtained both for fractures systems and11981) theory and by their quasi.static approximation. for microlayering by the use of two-way and one-way elasticOne of the advantages of the Schoenberg and Douma wave equations. Exact two-way methods of synthetic data(19881 quasi-static treatment is that the method of calculating generation are applied to a medium consisting of many thinof equivalent elastic constants for a thin layered medium is layers, or fractures, then the resulting synthetic data arethe same as that for a fractured medium. Recently, Schoen- inverted using the one-way equations for propagation in the
berg and Air 119891 have shown how the constituents of a equivalent homogeneous medium. Frazer (1990) also givesthin layered composite map to elements of a commutative exact expressions for the reflection and transmission coeffi-group; adding the group elements of the constituents gives clents at a linear slip fracture between different media of
the group element corresponding to the composite. Set, of arbitrary anisotropy.parallel fractures are also represented as group elements so At the present time, generation of equivalent elastic con-r that fracturing a rock corresponds to the addition of the stants for fractured or thin layered media can be summarized

20 group element for the rock and the group element for the as follows (I) The Schoenberg quasi-static approach is easyfractures This group formulation of anisotropy has some to use, provides a uniform treatment of fractured and thin
uss of nu- practical features For example, Hood and Schoenberg layered media, and, in the case of cracks, gives substantiallyI (e) and [19881 have used it to show how an orthorhombic oceanic the same results as the Hudson microcrack theory, however,yisotropic crust has a unique resolution into vertical fractures and (2) the quasi-static approach does not give the anisotropichorizontal fractures, frequency dependent dissipation that comes out of the
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TABLE 1. Parareters of the Isotropic Model Used to Compute the Synthetics Shown in Figures
la and lb

Density p. Thickness h,
Layer Fjstc Coefficient Matix c, t09 N/rn

2  
k$/m

t  Q m

54 25.0 0 0 0 \( 30 .4 2 0 0 0

2 2 0 0 6.40 0 1000 500 1800
o 0

0 0 0 0 6.4 0 /
0 0 0 0 0 18

5I0 5.04( 0 4 8 0 .96 05 0 0 0

0.96 4 .96 0000 5009 096 48 0 0 2000 500 hlfspace

0 0 0 203.5248 00
0 0 23.52 0 /

00 0 0 0 23, 52/

Hudson microcrack theory; and k3) theories exist for gener, method in computing synthetic seismogran's for realistic AA
ating exact frequency dependent moduli for systems of linear earth models.
slip fractures and for microlayers, but these theories have The model used to compute Figures la and lb consists of
not been sufficiently tested to warrant routine use in seismic three isotropic layers descnbed in Table I. The source time
modeling codes. For modeling the weak anisotropies seen in function was an impulse, band limited by a frequency
most earth materials, quasi-static approximations appear to domain Hanning window with a minimum frequency of 10
be adequate. Hz and a maximum frequcicy of 60 Hz. A constant Q of 500

was used for each elastic modulus.
EXAMPLES The model used to compute Figures Ic and Id is described

The first set of examples, shown in Figure 1, is a compar. in Table 2. It also has three layers. Layers I and 3 have the
ison of isotropic and transversely isotropic models. The same elastic properties as the isotropic model of Table I, but
second set of examples, shown in Figure 2, is for comparison layer 2 has been replaced by a weakly transversely isotropic
with Van der Hoden's 11987] results from the Cagniard-de medium. The transverse isotropy of layer 2 was assumed to
Hoop method. Later examples illustrate the use of our be due to periodic stratification of two isotropic materials

TABLE 2. Parameters of the Transversely Isotropic Model Used to Compute the Synthetics
Shown in Figures Ic and Id

Density p. Thickness h,
Layer Elastic Coefficient Matrix c. l0' N/m

2  kg/r 3  Q m

4 242 024 000o

S19.35180 4495 0 !

240795 4.49 0 0 0

4.495 4.4951 .43 0 0 0
2 0 0 0 5.1290 0 1000 50 1

0 0 0 0 1290

0 0 0 0 0 32/488 0.965 0.9 0 0 0

0935 4V 09 0 0 0 \
(0 0 0 2 5. 2 9

096 06 4 0 0 0 3O 500 half-space

0 0 0 0 23.52 0
0 0 0 0 0 32/
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TABLE 3. Parameters of the Azimuthally Anisotropic Model Used to Compute the Synthetic
VSP Responses in Figure 2

Dniyp, Thickness hi,
iLayer Elastic Coefficient Matrix c, 109 N/rs2  

kgltn
3  

Q m

62.5 23.3 23.3 0 0 0
233 62.5 23.30 0 0(/' 23.3 23.3 625 0 0 0 1 2300 506 300

0 0 0 0 19.6 0 0 / 0; , 0o o o 9.6 0
0 0 0 0 0 196

' 80 200,77 72.99 0 0 0

2 60.7 0 80 60 9 0 080 72.99 200.77 0 0 0 3300 5000 half-spaceII2 | 0 0 0 63 .89 0 0
0 0 0 0 72.9 0
0 0 0 0 0 72.9

The x ash is the &-is of symmetry.

with a, - 2.5 kits, ,1 - 1.4 knits, pi - 1700 kgtm3, h I -0.5 can be regarded as having sets of parallel fractures perpen-

and a2 - 3.5 kin/s, p, - 2.2 kin/s, p2 - 2300 kg/m, and h2 dicular to the x axis. We rotated the medium through an
- 0.5 (here h, and h2 are the fractional thicknesses of the angle of -73' about the z axis, so that the surface line
two materials). The equivalent elastic moduli for the result- between the source and the borehole makes an angle of +73'

.aistic A ing layer were computed following the procedure given by with the fractures. These synthetics were computed using
Schoenberg [1983). In all the synthetic examples in Figure I, 256 frequencies, 300 values of p,, and 300 values ofpy,. The

consists r." the source was assumed to be embedded 20 in below the free model shown in Table 3 is the same as that used by Van der
ource ti6e surface and the receivers were 10 in below the free surface. HUden (19873, and our Figures 2a-2f correspond to his
frequency Computation of the ssnthetics in Figure I required about a Figures 7.2-7.7, respectively. Slight differences between

fcncy of 10 minute of CPU time on a Cray-2. Apart from using Bessel Van der Hijden's results and ours are due to his inclusion of
nt Q of 500 functions in the slowness transforms, no special advantage frequencies up to 750 Hz, his use of a Blackman-Hams

, was taken of the vertical axis of symmetry. The matrix A window instead of a Harming window, and the omission of

is described was diagonalized using the general triclinic procedure men- multiples from his calculation.

./3 have the tioned above. In Figure 2, the labels P and S denote the P and S waves,

,rable 1 but The next example, shown in Figure 2, is a vertical seismic respectively, in the top isotropic layer, whereas qP, qS1 , and
ely isotropic profile (VSP) for the model of Table 3, an isotropic layer qSz denote quasi-P, quasi-Sl, and quasi-S2 waves respec.t assumed to over an AA half-space. In this eyample, we computed the x, tively, in the lower AA half-space. Many of these arrivals aresic materials y, and z components of motion for source polarizations in the characteristics of wave propagation in an AA medium. For

x,y, and z directions. The source was located 10 m below the example, the XY, YX, YZ, and ZY components (Figure 2b,
top of the first layer, and the receivers were at a horizontal 2d, 2f, and 2h) would be zero if the medium were Al. The
offset of 500 m and at depths from 190 to 990 in in steps of 20 splitting of the shear arrivals marked P-qSj and P-qSz and
m. The source time functions were impulse responses, band S-qSI and S-qS 2 in Figures 2b, 2d, 2f, and 2h is another
limited by a frequency domain Hanning window with a eharacteristic feature of wave propagation in an AA medium
minimum frequency of 10 Hz and a maximum frequency of where the two shear waves, qSI and qS2, travel at different
300 Hz. The anisotropic medium in Table 3 is of hexagonal speeds.
type with the x axis as the axis of symmetry. Such a medium The next example is a surface seismic record for the model

given in Table 4. This is a 17-layer model consisting of
isotropic and anisotropic layers. The anisotropic layers are

CII C12 Ci3 C22 C44 DENSITY of hexagonal type with the y axis as the axis of symmetry.

| -3 v &-u'OURCE RECEIVER

30 40 501 . 1 03O0 0 t
Fig. 3. Five independent elastic constants (Cit, Ciz, Ci3, C22,

and CA) and density as a function of depth for the model desibed
in Table 4. The elastic constants are m units of 10 Nin

2 and the Fig. 4. Onentation of the fractured medium for the setsmic pro-
density is in units of g/cm3. files shown ia Figures 5--
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lTABLE 4. Paranters of the Azimuthally Anisotropic Model Used to Compute the Synthetics Shown in Figures 5-9
Thickiets h,

Layer Elastic Coefficient Matrx c, 10
9 

N/it Density p., kg/M
3  T k n

/36.327-,13 617 13617 0 0 0 \
13617 36.327, 13617 0 0 0

13617 13'617 36.327 0 0 0 2151 250 5000 0 0 11,355 0 0

0 0 0 0 II,355 /
0 0 0 0 6 11.355/

39.932 13.575 15.113 0 0 0
13.75 13.575 0 0

2 15,113 13.5752232 250 00
1.0 0 0 11.886 0 0

0 0 0 12409
0 0 0 0 1.886/

/4352 15.684 15.684 0 0 0 \/ 5684 4.52I64 0 0 0

1 15 1:1 12~68 41 .5 2 0 0 0
64 0 0 12'9340 0 2314 250 500

0 0 0 1 2.934 /
( 000 0 0 0 0 1294

41.58 12.486 .518 0 0 012.486 33.978 12.486 0 0 0
4 8.518 12.486 41,58 20 0 0 2395 250 500

I 0 0 0 12
0 0 0 0 16535 0
0 0 0 "1 0 12)

varying from

47.193 16.389 17:867 0 0 0 '\ varying from 2425 at the
16.389 43.536 16.389 0 0 lop to the laver 6
S17.867 16.389 47.193 0 0 0
0 0 0 14.65 0 3value a, he bottom

0460 0 14.045/

at the top to layer 6 values at the bottom

49.459 17.271 18.732 0 0 0 \
17.271 45.621 17.271 0 0 0
18.732 17.271 49.454 4 0 0 2477 250 half.space0 o 1 .6 14.71 0 00 bl-p c0 0 0 0 0 14.713/

The five independent elastic constants and the density ofthis YY section (Figures 5-7e) than on 1b, others. This is due to
model are shown in Figure 3, and the orientation of the the fact that the quasi-S2 wave is laster than the quasi-S,
fractures with respect to the seismic lines in terms of the wave, for the model given in Table 4. Also the XY, YX, YZ,
azimuthal angle , is given in Figure 4. For this model, and ZYsections for the 45° line (Figures 6b, 6d, 6f. and 6h)
synthetic seismograms were computed at three different would have been zero if the entire medium were Al.
azimuthal angles as shown in Figures 5-7. The source time Our final example is a 500 m offset.VSP for the model of
functions were impulse responses, band limited by a fre- Table 4 at an azimuthal angle 0 - 45'

. 
The VSP synthetics,

quency domain Hanning window between 10 and 60 H7. The shown in Figure 8, were computed with 256 frequencies, 250
sources and receivers in these examples were embedded 20 values ofp,, 250 values ofp,, snd a minimum phase velocity
and 10 m, respectively, beneath the free surface. The syn. of 2.3 km/s The CPU time was 8 hours on c,.e CPU of a
thetics were computed using 256 frequencies, 400 values of Cray X.MP. The source tine functions vid the source
p,, 400 values ofp, and a slowness aperture such that the locations for these synthetics are the same as for those
minimum phase velocity was 2.3 km/s. Computation of all shown in Figures 5-7. The slowness sampltng interval was
nine responses required 6.5 hours of CPU time on a single increased for the VSP because the VSP offset of 500 m was
CPU ofa Cray X-MP. Although the synthetics in Figures 5-7 smaller than the 2.5-km maximum offset of the surface
are complicated, the characteristic features of seismic wave seismic. The minimum phase veiocity could also have been
propagation in AA media are clearly evident. For example, increased for the VSP for a greater saving in CPU time,
note the splitting of the refracted shear wave arrsval on the though this was not done here. For VSPs the computational
XX, XZ, YY, ZX, and ZZ profiles. This particular arrival, overhead incurred by having receivers at many depthz I,
marked by an arrow on each record section, is earlier on the compensated for by a smaller slowness aperture and a larger
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Fig. 5. a'. (b). and (c) The x. y. and z components of displacement for a source polanzaton in the x direction.
computed u.ing the model of Table 4. The seismic line is along the sir:. of the tractures (d). (e). and (f) same as
Figures Sa. 5b. and 5c but for a source in the y direction. (Q). (h). and (i) Sune as Figures 5a. 5b. and 5c but for a source

This is due to in the A direction.

i the quasi-Si'
- XY, YX, YZ,
d, 6f, and 6h) slowness sampling. Our experience has been that VSPs and Nevertheless, our expenence has been that it is often
ere Al surface seismic require almost the same amount of compu- necessary to do tso wavenumber integrations for AA mod-

the mode! of tation time. els. To demonstrate this point, Figure 9 shows synthetics for
3P synthetics,equencies, 250 the same mod, I and geometry as Figure 6 but computed with

phase velocity DiscussioN a single wavenumber integration. Comparison of Figures 6
one CPU of a Thven indcate that it is n d 9 reveals that the amplitudes of certain reflected events

nd the source feasible to generate synthetic seismograms for realistic AA are much lower with a single integration (Figure 9) than with

e as for those models. The reason for the higher CPU time required to a double integration (Figure 6), especially at near offsets
sg interval was compite synthetic seismograms for AA media is that, to be Furthermore, although arrival times in both figures are
:t of 500 m was sure of accuracy in the AA case, one must compute the nearly the same, some phases present in Figure 6 are absent

of the surface reflectivity matnx as a function of frequency w, and two front Figure 9. For example, the phases marked M, and M 2

also have been wavenumbers p, and py. If computing an Al model with 256 on Figure 6e are the qP head wave and the qS-qP reflection
in CPU time, frequencies and 250 wavenumbers requires 1.5 mm of CPU respectively, from the top of layer 2 in Table 4 At, and M2
computational Same, then computing a similar AA model will require 256 are completely absent from Figure 9e We suspect that other

many depths Is frequencies, 250 p., and 250 p., and the computation time such phases are also missing or weak in Figure 9, and that it
are and a larger will be approximately (250 x 1.5) mm= 6 25 hours is the absence or relative weakness of these phases that
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Fig.6. Same as Figure 5. except that the seismic tine makes an azimuthal angle of45* with respect to the strike of

the fractures, The phases marked M and 2 on section in Figure 6r are missing from the singte k integral of Figure
9. below.

lowers the amplitudes of some multiple.wave type reflection ever, extensive testing appears to indicate that such is not trans

events. I;n this regard, note that the amount of azimuthal the case: near-offset amplitude errors and misig phases Cxpo

anisotropy in the model used to compute the synthetics in seem to be inherent in the single integration approximation. the p

Figures 6 and 9 is fairly small (Table 4), so that the two shear Although it is not evident from the examples presented times

waves qSj and qS2 trael with almost the same speed. As a here, travel limes are often faster for a single integration than point

result, a shear wave reflection will in general consist of the for a double integration. Note that synthetic seismograms dimen

four reflections- qS,.qS,, qSt.qS2, qSz.qS,. and qS -qSz. If computed for an AA medium by a single integration are not waveI

the single wave number integration correctly computes, say, synthetics for an associated Al medium; if that were the a poin

the qS,.qS, and qS2.qS2 reflection amplitudes, but fails to case, then the XY, YX, ZY, and YZ sections of Figure 9 the po

compute correctly qSr.qS z and qS2.qSI, then the cumula, would be identically zero. and travel times would always be is para

live shear reflection event will have incorrect amplitude. It is faster for a double integration than for a single integration wave I

disturbing that those phases which ssffer lowered amplitude because the former permits propagation outside the sagittal source

in a single integration are most weakened at near offsets, plane (vertical plane containing the source and receivers), integra

since near offsets are widely used in exploration Note that whereas the latter does not but oth

many reflection events do not show this effect Originally, To understand why, for an AA medium., single integra- do tot I

we had hoped that the amplitude reductions were an aritfact tion will often give incorrect results, recall that a single arrivals

of the rarticular numerical scheme that we used for the integrat.on gives the travel times of a line source even when of the I

Fourier-Bessel quadrature in the single integration How. Bessel functions are used as the kernels of the integral azimuth,
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nke of Fig. 7 Same as Figure 5, except that the seismic line makes.,,i azimuthal angle of 90" with respect to the strike of the
Figure fractures.

hat such is not transforms. Use of Bessel function kernels :nstead of an very small Also, the two-dimensional wave front surfaces of
misting phaset exponential kernel changes the amplitudes of arrivals and Figure 10 are a gross oversimplification of the actual situa-approximation the phase shift of wavelets, but it does not change arrival tlion in three dimensions, where propagation is vertical a

,

,plcs preseate¢, times. The difference between line source arrival times and well as horizontal (A quantitative study of these effects foritegrationthan point source amval times can be seen from the two. realistic AA media is presently being carried out by Bic seismograsI dimensioial wave front surfaces shown in Figure 10. The Nolte.) Since one can never be sure that a single integrationegration are not wave front of a line source is obtained from the wave front of will give correct travel times, amplitudes, and phases, it is
f that were the a point source by projection parallel to the line source. On always advisable to check final results for AA earth models

ons of Figure 9 the point source wave front, only points at which the tangent by using two wavenumber integrations
xould always be is parallel to the line source %ill contribute to the line source In view of the computation time it is appropriate to
ngle integration wave front. It can be seen that in two dimensions if the consider alternative faster methodsof seismogram synthe-iside the sgttnl source and receiver lie in a plane of symmetry, then a single sis. Geometrical acoustics methods will ri faster than thesand rceivers), integration will give correct travel times for some amvals, reflectivity approach demonstrated here However, Chap-but other arrivals may be absent. If the source and receiver man and Shearer [1988] and Shearer and Chapman [1988

a single Integra* do not lie i a plane of symmetr,, then not only may some have shown that it is difficult to apply ray theory to AA
all that a single arrivals be ussing, but also the travel times and amplitudes models with gradient zones In AA media the qS polanza-

ource even when of the main arrivals will be incorrect Of course, if the tions twist along ray paths through gradient zones causing
of the integral azimuthal anisotropy is very weak, then these errors will be frequensy dependent coupling betweeas the qS waves As
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tthisopi isuhtstrn thn the afifnitl kalogo so-n thei notr mortnso htonyafedeerall kl nA e ize hmray axpr

ropy [Chapman and Shearer, 1988). As a result, applications tise is required because of the comphicated nature of tile
of ray theory to AA media are limited at present to relatively Cagniard contours. The reflectivity method became the most
simple models [c, g., Gajewski and Pgiend'k, 1987). widely used method for isotropic models because of its ease of

Another alternative to computation of synthetic seismo- use (the same contours of integration work for all models) and
grams for azimuthally anisotropic imedia is the Cagmard-de its automatic inclusion of multiples It seems likely that as
Hoop method as extended to AA media by Van der IIyden comlputers become faster the reflectivity method will also
119871 If no gradient zones are present and multiple phases become the method of choice for AA models
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Fig,9. Sme s Fiure6. except that here all the synthetics were computed with a single wave number integration.
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SUMMARY
For the computation of synthetic seismograms in a generally anisotropic layered earth it is
necessary to find, the elgenvectors and eigenvalues of the first order elastic system matrix A
for many values of wavenumber and frequency. The analytical formulas used to construct the

eigenvectors of A in the isotropic case are not available in the general anisotropic case so one
must use numerical methods whose speed often depends on an efficient use of the properties
of A. First we review the symmetries of A and the conditions under which A is not

semi-simple. Then we construct a perturbation theory for the eigenvectors of A. Finally we
show how to make A symmetric , that special techniques for symmetric matrices, such as

Jacobi iteration, can be used, All the results given here remain vahd when the medium is

attenuating, i.e. when the elastic coefficients are complex.

;4 Key words: elastic system matrix, perturbation theory

1 REVIEW n which

As ie, elastic system natrix is discusued ii, i.i...y other b (5)
papers and books we include here only a bare outline of its
derivation and a few details that will be needed below. For is the vector of motions, u [u, u2, uJ], and scaled
general anisotropy it is convenient to use Cartesian tractions, t- (i/so)[ri 3, rs, rx]l

. 
One reason for scaling

coordinates (xl, xz, x3) with x3 as the depth coordinate, the tractions is that it makes the components of A real when
The constitutive equation relating the stress tensor r and the the medium is lossless, which is useful in certains kinds of
displacement vector u is then computations. The system matrix A has the form

r,ICoil*s,1 (1) (T C)

in which 'Y denotes time convolution and repeated A- T'
subscripts imply summation. The momentum equation is where T, S, and C are 3 x 3 submatrices and C and S are

p " u, q o + f (2) symmetric Note that A ha% this same form and these sa.ac

nwhich pits mass density, ts time and f is body force per symmetries even if any or all of io, pi, P2, or the c,,0 are

unit volume. To remove derivatives in xi, x2 and t from complex. Thomson, Clarl.e & Garmany (1986) have

these equations we take a triple Fouiner transform: summarized the symmetries of A that result from various
dei ., .s of b, including our equation (5), and from not

g(t )= rfactoring to out of A. It is straightforward to translate the

r _ L' results of this paper into forms consistent with these other
defiuiitionu

x exp [iw(f -pix, - p2x.)Ig(x, x2 ,1)

(3) 2 ISOTROPY AND ANISOTROPY

After some algebraic manipulations one then obtains the For an isotropic medium one can calculate explicit formulas

first order system in the form for the eigenvectors of A by the use of potentials (e g Aki
& Richards 1980, p. 166). These formulas show that the

8b = i tAb - (4) eigenvectors of A have the following properties:
) -f ( (a) A is diagonable and the eigenvectors of A span the

173
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six-dimeisional complex- space C- e xe t on'the set of may be found in Garmany (1983). Briefly, the slowness
, measisre zero, MZ; in which p = Vp~ +p~ is ether to surface is the locus of solutions of the dispersion relation,

-t7! io t6'#7t, ,,here ad P are the P! and S-,vavcspeeds, dl fp6& -pjpsr5 J - 0,

(b) Eigeii'ectors -of -A- with different eigenvalues, are which- canbe obtained from the momentum equation and
K-orthogonal, i.e. they are orthogonal in the inner product the isjual elastic constitltave equation in a few steeps (e.g.
(,),defined by Auld ;1973, p. 212). This dispersion relation holds even

(a, wb-( iie 'c1,5 are ,complex, provided Pi, P2 and p3 are also
(a,b) aTKb, (7" allowed to be 6omplex. Even if the co, are real, at least one
in which K is the 6 x 6 matrix given by of p, P2, and p, must 'be allowed to be complex if
K evanescent solutions are to be included:
K ,( When.i the c

55
, are real the solutions of the dispersion

relation lie along a three-sheeted surface in R3 called the
and I is the 3 x 3 identity matrix. slowiess surface. At points where two sheets intersect, or

(c) Except on.MZ, there is a matrix'D and a diagonal are tanenit to each ,other, A will be degenerate (have
matrix Asuch that Di'tDTK and AD=-DA. In other repeated eigenvalues) but it need not be defective
words, where A is diagonable, there is a basis for C6 (non.diagonable)..In general, A is defective at any point
consisting of elgenvectors of A which are K.orthogonal but (p 1,P2) for which the fine drawn through (P, p), parallel
not K.null. (Vectors a and b are K.orthogonal if (a, b) - 0 to the p3-axis, is tangent to one or more sheets. MZ is the

and a vector a is said to be K-null if (a, a) - 0.) set of such points.

These three properties hold for complex values of w, 'Mere is a slightly more general way of expressing this,

P1, P2, a and P3. Property (a) is a consequence of the physics which also holds in the evanescent case, and in the case of
that led to A; when p - cs-1 say, then the upgoing P.wave complex coki. Solutions of the dispersion relation still form,
and the downgoing P-wave become the same horizontally as before, a three-sheeted two-dimensional manifold;
travelling P-wave. Properties (b) and (c) will be shown however, this manifold is now a complex submanfold of C.
below to follow directly from the symmetry properties in Let p - (Ps, Pa) be any point in C

2 
and let q - (Ps, Pa, Pa)

equation (6), Property (c) it a very powerful statement: it be any solution of the dispersyo,t relation corresponding to
guarantees that each degenerate eigenvalue has enough p. Let S be the sheet on whi.h q is located. If there is no
K-orthonormal eigenvectors to span its subspace. This does neighbourhood of q, on S, for which the projection map
not mean that K-null eigenvectos io not exist; in fact they (PP2, Ps)"(P1P2) is one-to-one, then A is defective at
are easy to construct: let un and uv be two K-orthonormal p. MZ is the set of such p. Physically, the reason that A is
eigenvectors with the same eigenvalue; then un + iuv is a defective on MZ and not necessarily defective at points, for
K-null eigenvector. example, where two sheets intersect, is that in the lat'er case

Property (c) is useful because it enables one to quickly the degenerate elgenvectors of A correspond to plane waves
compute the inverse of the matrix of eigenvectors (Fryer & with the same phase velocity but with different group
Frazer 1984) and thus construct the .propagator solution of velocity. It is only at points in MZ that the group velocities

equation (4). The construction is as follows: let B= are also the same.

[b,b .. b] be the matrix whose columns are the It is worth noting that although the structure of MZ is of
eigenvectors of A obtained algebraically by the use of theoretical interest one needs to know very little about MZ

potentials. We divide each column b, of B, by its K-norm to compute accurate synthetic seismograms by frequescy-

(b, b) "" and call the resulting matrix D; then the inverse of wavenumber integration methods. Contours of integration

D is DrK. Letting A denote the diagonal matrix of which avoid MZ are given below.
eigenvalues of A, we then have the propagator of the system

(4) in the form
3 PROPERTIES OF A

P(x3 , X') = D exp [Ji(x 3 - x3)]ADK (9) Garmany (1983) gives a good discussion of the symmetries

The construction just given is so familiar for isotropy that of A but his results are valid only for perfectly elastic inedia.
we take it for granted. In the case of anisotropy we expect All of the results given in this paper are valid for
to find a similar situation. As we will show below, properties visco-elastic media. Our first goal is to show that property
(b) and (c) hold unchanged in the case of general (b) follows from the symmetries of A as expiecsed by
anisotropy; however, property (a) requires modification equation (6). Since (6) holds generally, so then will (b).
because the set MZ, on which A is not diagonable, is now First it is convenient to define, for any matrix B, the
much more complicated. For a medium with a horizontal K-transpose of B
plane of symmetry the structure of MZ can be deduced from B" - KBTK (10)
analytical formulas. For example, in the monolinic case,
MZ is just the locus of the zeroes and, branch points, of A, This definition is motivated by the requirement that
A2 and A3 given by equations (3.4) of Fryer & Frazer (1987) (Bi'u, v) - (u, Bv) for all u and v in C, whenever K is
Although formulas for the eigenvalues and eigenvectors of orthogonal (KKr = I). A matrix B is said to be K-symmetnc
A are not yet available in the general (tclinic) case, it is if B" = B. It is easy to verify that the system matrix A given
possible to give a general description of MZ in terms of the by (6) is K-symmetnc for K defined by (8).
slowness surface (Synge 1957), a good discussion of which Now let u and v be two eigenvectors of A with
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wtes ijenvalues itand v, respectively. Then v~p, v) vurKv = now replace A' by A to get A= DADTK. This'comptes
psK y(,v r (Ar), ) (AA)7iuv Hence the proof. Notethat the onty properties of A used in the
(i, V) if'jt 0 v, which shows that property (b) holds in proof were diagonability and the K-symmetry. Thus, the

gnrLres ult 'holds when any or all of (o, PI,, P2 and C,,,,, are

n ld O nexgua'iso pov-property (c), above. Proofis cssnsplei.
.- (e ~ ~ ~ " g. nede beasete innr jrd (,) ii'inrrpe~r, and so The theorem shows the relations between A, K, and the

F ~evenwe ~v a io i'ay of kIng Iht nli eievcsors oif -matrix of eigenvectors, D, but it does not tell us how to

in1 th a'EI IMN In computin synwmthtic seso ra m suin w e e in the

it A aewitni th for A itTK whe Nh chaongb smal mun.Ouiottinisnape.fo
rle coumn of t e vthe s elgnvetor of A, aiediaoa Pea9 (16,catr1).Aebvw m nyta

thisi eR O ,i Pa an _', r cmlx

fsd ossig fegnelr o .Ti ai bus aHO E dua basisin d g( s y6 ndhti weisorm wantee to find thessaeqntis

:civ CK -A noraie so thatri vltvu1 - .wen, mtex supersrp fril pa teA6A o the cigenvectors ofd e n Ae we Ani
rpin At denote trsittnin 'tefoowe D A comple co gton cgeat bhy as Emont defi ttine byaapefo
,rale so (xistec of Dathe ualb ifoos ofro th fAc thdat~ia Pes 16,cathe0.A bvw a~m nyta

map ph rdutx o w evl fo A -, d efiners v wee of IssDTis ciay- o shwatth K- y adsrc hve the prperturies

ets denOes comple coanadn Since are comwelhav

Aom iinc A is sfTeeforme there is 6.Lta, be the16. fo-u,-,6 n nw igenvalue EatEix A-,, (2

fo a1.Isoia ied, so that u, - 6,,, Whema rte prcit fAn A A Fo h ignetr fA w a

t,-I' eoe ansoi tio foloe Thcmle ojgain enematri Ah ma bE deaned as

is to SEitnce o the du s a bastis meanos frmeac that theA E# %.1K'roKA.~ ,E (14)

InoHritionm an hat r prdct, ~ v- is als anpe eiinco f iheg ner.

v at denotesm complex atio. Since Wsu-i,ujwe ave -

haisve s ,Khown or tlsat , whe the eign te of Ae ae isinctu by I, -usi e fo (3, n he iaueo (12) e
, for hascaebawish (,). s o f nect r of, A that seay r t isf tha trxndsaddtoA e h eutigcsnei h
dica zufKni, - zr,. W -iAi6g 1 - (,1,6, -2.A , 6  i flo s ta I- ciEv.u b(13adth)hneintehcievc

roy W supst htAhaaeetdtievle:wemy~~(5

1te (A -A, Ju/v - 0 . The maigenv macior equatinde rabcs

isif inc the u,0 spa C6(u +hi means (At +,K =A)u +~,K frm (16)
Let A'ch beanymtikbandfomAb hnig eUing the tranyosd expnson oftilyn on and lef anbeletn

(to). K eigteasht noz tw are, thne A sae quymtn hs n n aitratare seona dri in may wee finda

ii mean Thet coffcin bis iss take toeneco be Aer ifjh c u iA, is otews
First Th srumpoetls ie hw that w a n e ean normnalizes then 8 given b E, ,-uK u 1ab
maso r h t he fact re int u a d K Sien e th=u, e nl obtai ths a strltosmliluntergtadlf

rth differenc e tenh an A s inpete igenvalues we may /i= -A(1b
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Formut 7 ( ttt' h)-a only one eigenvector and the new perturbationand that. ,, 6:lxsnot'numenicaly.lose t nte
... . ' ... ... to, another 6A = A-,. (24)

eigenvalue-If such islnotth-casethen we must use , (24
-degenfirateperturbation .theory. Suppose A,-hassthe two Since the ul" and the A; are exact eigenvectors and.elgerveetiiiijland'i,-We wvnte'w~wui -o", where ails a eigefivalues of A we can now use perturbation theory

constaatto bedetermned. Nowlettheperturbationtowbe again. Updating the reference matrix is important for
numericalw6rk because" it allows one to diagonalize a long

6w = b,u, seqlc iceof matrices, the last member of which may be very
Sdifferent fron the first.

and the perturbation to A, be 6A,, and substitute into the Parts of the theoiryof this section have been utilized by
equation Van der Hijden (1988) in the computation of synthetic

seismograms for azimuthally anisotropie media by the
(A0 + 6A)(w + 6w) (X/+ bAl)(w + 6w). (18) Cagniard-de Hoop method.

Neglecting quantities of second order in 6A we find the two
solutions:

S JACOBI ITERATION
:t (19a) The procedures of the last section are straightforward but

they are unsuitable for use on a vectorizing computer
6A.± - a + bcz. (19b) because of the large number of 'i" statements required. An
in which alternative procedure for calculating eigenvalues and

eigenvectors, which tak.s advantage of the fact that these
a - uK 6Au,; b - uK 6Au,; are approximately known, is Jacobi iteration (e.g. Golub &

and c - urK 6Au. (19c,d,e) Van Loan 1983, p. 295). In order to use Jacobi iteration we
must first transform the system matrix A into a symmetric

The perturbations to the eigenvectors w, are given by matrix. With reference to equation (5) we introduce a new

uTrK 6Aw. vector of physical variables b' which is related to b by

3(-A) iOhk. (20) b - Sb'. (25)

While eigenvalues are the same only at shear-wave Then equation (5) becomes
singularities (Fryer & Frazer 1987), they are more often
numerically close in the sense that the perturbations to the 0a3b'. ,ioAb' - s- (26)
eigenvalues may be greater than their difference. When that
is the case we use quasi-degenerate perturbation theory in which
(e.g. Messiah 1962, p. Ill). This consists of altering the
unperturbed matrix A0 so as to make the nearby eigenvalues A' S-'AS. (27)
identical. Suppose A, and A5 are numerically close. Then we We want to choose S so that (A')' A. '.Ve also want to
replace A0 by chose S so that our K-product becomes the Euclidean

A I2(A,+ A.)(Eij + EA) + 2 A,,E (21) product, i.e. if u Su' and v - Sv' then

urKv - (u')'v. (28)
and we replace 6A by Substitution for u' and v' in this last equation yields
IA' 6A + 1/2(A, - A)Ej + 1/2(A - 1))EAk. (22) s-rs-i = K. (29)

Notice that A;+6A'-A+6A but that A has the
repeated eigenvalue (A, +A.)/2 so that we can now use For our K, defined by equation (8), this last equation is
degenerate perturbation theory, solved by S = Ki where K'0 is given by

The corrections to the eigenvalues and eigenvectors that exp(-ix/4) I l9
perturbation theory gives us are not exact but we can find K -" - (29a)
exact corrections by iterating. Suppose we have just used
one of the above methods to calculate rew approximate with inverse
elgenvectors, u w u, + bu,, and eigenvalues, A,= A, + 6A,. I -i
We K-orthogonaize the u, using Gram-Schuidt, and then V2 exp(r/4) I ). (29b)
normalize them to unit K.length; call these new vectors u,. ="-' -i !2
The expressions derived above can be used to show that the
vi are K-orthogonal to first order in 6A and that To verify that A' is symmetric for S = K-, substitute for S
K-orthonormaization changes them by quantties which are in equation (27), take the transpose of both sides, and recall
only second order in 6A; therefore the u7 are elgenvectors that A is K-symmetnc so that A' = KAK. The eigenvectors
of A correct to first order in 6A Using the u7' and the A,, of A transform like other vectors s,) that if D' is the
we form the reference matrix eigenvector matrix of A' and D is the etgenvector matrix of

6 A then
A;= )Au~u, rK, (23) D'= K'0 D (30)
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SUMMARY
Direct measurement of the sediment shear-wave quality factor, Qj, has been
hindered by the lack of an effective shear-wave source. We show that if a
satisfactory horizontal component ocean bottom seismometer (OBS) is available,
then sediment.Qp can be determined directly by using spectral ratios of converted
shear-wave reflections. Spectral ratios are formed with the PS reflection from the
sediment/basement interface and the PSSS multibounce sediment shear-wave
reflection. As a check, we also computed Q# from the peak amplitudes of PS and
PSSS.

We applied the spectral ratio method to eirgun OBS data collected over 356 m of
primarily high-porosity biosiliceous clay in 5467 m of water in the northwest Pacific
at 43Y55.44'N, 159*47.84'E (DSDP Site 581). An average sediment shear-wave
velocity of about 0.2 km s' was obtained from the PS traveltime. Effective Q" for
the sediment column was found to be 97 * 11 (a = 0281 :t 0.032 dB Ai') in the
frequency band 3-18 Hz.

We tested the methods by applying them to reflectivity synthetic seismograms
computed for various velocity profiles with both frequercy-dependent Q and
frequency-independent Q. The Qp estimate obtained from synthetic seismograms
was within 15 per cent of the true Qp for each velocity profile. QA estimates within
25 pir cent of the true Q were obtained with the adaition of up to 6.5 per cent
signal-generated noise, whereas the addition of only 3 per cent signal.generated
noise energy makes estimates of the frequency dependence of Q unreliable using
spectral ratios. We conclude that the two-octave bend of the data is not wide enough
to determine the frequency dependence of Qo.

Tests on synthetic seismograms, computed from models containing alternating
layers of high impedance contrast with realistic velocities, indicated that apparent
attenuation due to intrabed multiples does not significantly affect the spectral ratio
Qp estimates, although a shift in spectral content to higher frequencies for PS and
PSSS phases and a delay in the apparent arrival time of PSSS were observed.
However, the alternative peak amplitude ratio method gave Q# estimates more than
25 per cent lower than the true Q for multilayer sediment models. We also tested
the methods on synthetic data subjected to hard and soft clipping Spectral ratio
estimates of Qp, from synthetic data with PS clipped up to 50 per cent, were within
25 per cent of the true Qp.

Key words: converted shear-wave reflections, horizontal geophone OBS data,
ser;ment attenuation, spectral ratios.

I INTRODUCTION Attenuation is thus a property of the material through which
the waves propagate. In discussions of rock properties or of

When corrected for geometric spreading, seismic body propagation loss, it is sometimes more convenient to speak
waves decay in amplitude like e-

', where x is the of the quality factor Q, given by Q = :rflccr, where f is
source-receiver ditance and a is the attenuation frequency and c is the seismic velocity Attenuation includes
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both intrinsic losses due to anelastic heating and apparent to honzontal-component OBS data.
lo ses r'eslting from scattering. Although neither the
m.ichanis'm nor ihe exact mathematical' description of
atten:huai' is preciiely known, mosi in situ measurements
imply that' Q is frequencyindependent (Hamilton 1976a, The OBS data used in this study were obtained in
Kanamor & Andirson,1977), whereas most theones suggest conjunction with the Ocean Sub-bottom Seismometer IV
some form of frequency dependence (e.g. Strick 1967). Expenment on DSDP Leg 88 (Duennebier et a! 1987). The

The determination of the attenuation characteristics of experiment site (Hole 581C) is located in -ItoMa crust
seismic waves in manne sediments has been the focus of about 40 km south of the Hokkaido Trough in the northwest
numerous studies (e.g. Hamilton 1976a, b; Jacobson, Shor Pacific basin at 43*55.44'N, 15947.84'E Typical water
&.'Dorman 1981; Jensen & Schmidt 1986).,Stratification depth in the area is 5500m. Single-channel reflection data
within the sediments may result in significant scattered show pelagic sediments roughly 350m thick, smoothly
energy and associated interference of seismic signals that draped over basaltic crust. Holes drilled at Site 581 on Legs
can make attenuation measurements extremely difficult. 86 and 88 encountered continuous pelagic siliceous clays-
Attempts to separate effecttve compressional-wave attenua- chert bands beginning about 70 m above basement become
tlion into its components and to determine its frequency numerous near the base of the sediments. Core data indicate
dependence (e.g. Jacobson 1987) have not been conclusive, a low.velocty zone at a depth of about 200 m below sea
There is still no conclusive evidence of the frequency bottom.
dependence of Q within the seismic band between I and The data used ia this study were recorded by a Hawaii
100Hz, although some studies (e.g. Stoll 1985; Jensen & Institute of Geophysics isolated sensor ocean bottom
Schmidt 1986) have presented evidence which suggests that seismometer, OBS Y-220, (Byrne i' al 1983) from a 30 htre
a- varies as /, with B between 1 and 2. airgun towed across the site in an approximately

The effect of sediment shear-wave parameters on acoustic north-south direction by Soviet research vessel Dimitrt
propagation loss in the ocean has been examined by Vidmar Mendeleev (Duennebier et al. 1987). The airgun was towed
(1980a, b). Harrison & Cousins (1985) and Hughes et at. at a depth of 20m and operated at a pressure of about
(1990). Sediment attenuation can be useful in identifying 2000 psi with a repetition rate of I min. More than 300 shots
sediment type (Hamilton 1980), and changes in attenuation were recorded at horizontal ranges between 0 and 55 km.
with depth can indicate the degree of lithificatton (Hamilton with nominal spacing of about 0 17 kin, The analogue data
1976a; Jacobson et al. 1981). Reflectively modelling of the were digitized at 80 samples s-

. Ship track, gain and R" '

oceanic crust can give erroneous results for crustal Qp if spreading corrections were applied
incorrect assumptions are made about sediment Qp.

Ocean bottom sediment compressional-wave properties 2.1 Data analysis
can be measured directly due to the ease of generating and
detecting compressional signals (e.g. Hamilton 1976a; Fig. I shows the unfiltered OBS horizontal geophone (a)
Jacobson et al. 1981). Although the shear-wave propertis of and hydrophone (b) record sections Horizontal geophones
ocean sediments can be determined using Scholte-waves are sensitive to motion along their axis in the horizontal
(Jensen & Schmidt 1986), numerical modelling shows that plane; this motion can be due to either non-vertical
Scholte.waves propagate only in the topmost portion of the compressional-wavr,s, to shear waves, or. sometimes, to
sediments. For shallow water sediments, Jensen & Schmidt tilting of the instrument package. In contrast, pressure
found a relatively steep gradient in both shear-wave sensors detect only compressional.wave energy and are
velocity. ep, and Qp between the sea-floor and 60 m depth. insensitive to shear-wave energy and tilt. Comparing the

Direct measurement of sediment Qp has been limited by pressure data with the honzontal data, we see that only the
the absence of high quality sediment shear-wave data. This direct water wave is common to both, thus the phaes
is due largely to the lack of satisfactory ocean bottom observed on the horizontal component must be near-vertical
S-wave sources, but is also related to problems in ocean travelling shear waves.
bottom seismometer (OBS) design (Sutton & Duennebter Using the 2.00t002s P+S traveltime from the
1987). Here we circumvent the source problem by analysing horizontal geophone data and the sediment thickness of
converted shear-wave reflections from the top of the crust 356m from dnlling, we estimate an average sediment
(basement) recorded by an OBS. The detection and shear-wave velocity, 5,,, between 0.195 and 0204kms -

',
identification of multiply-reflected basement-converted assuming the average sediment compressional-wave velo-

t shear waves allows us to make the first direct measurement city, ., is between 1.8 and 1.5 km s-i Basement
of effective Q1 for the entire sediment column at a deep compressional and shear-wave velocities of 2.45 and
water site. 4.35 km s- 1, respectively, were obtained from the slopes of

We first present the OBS data that motivated the the PSS and PPS refraction branches, in general agreemert
shear-wave analysis and discuss the key phases. We briefly with other studies (e g. Spadich & Orcutt 1980; White &
review propagation parameters and alternative descriptions Stephen 1980; Duennebier et al 1987) As it is difficult to
of attenuation. Then, using synthetic seismograms. we show locate precisely where these phases emerge from the
that spectral ratios and peak amplitude ratios can be used to converted basement reflection, or to determine their slope
determine Qs from converted S-wave reflections A variety at that point, the actual velocities at the top of the crust may
of velocity profiles are tested, with and without clipping, be somewhat lower than these measurements The limited
with and without added noise, and with the use of a realistic dynamic range of the inmument, which clipped some high
multipulse source function Finally, we apply our methods amplitude signals, precludes amplitude versus offset analysis
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Figure 1. (a) Unfiltered horizontal 088 refraction data (b) Unfiltered 088 pressure record section, Amplitudes in e40i reisard seston are

scaled relative to the mnaximum amplitude in the nearest trace.

to identify the critical distances for the refraction phases and PS
thereby constrain the uppermost crustal velocities.

This paper will focus on the first 12sa of the horizontal
data (Fig 2) A redaction velocity of 2.25 km s' was
applied in order to separate phases and to facilitate
ident iiation of the sediment shear-wave reflections 'Me 4 S

raetme curves shown in Fig 2 were generated by tracing in,1,1Z1
rays for converted and multiply-reflected S phases using a -l!

oise-laye sediment model with c. - 1.55 km s . c. -

0 198 kms'. and a sediment thickness of 356m. The PS X
phase travels down through the sediment column as P and

cnettoSat the sediment/basement interface The PSSS I
phase transts the sediment column four times, once as P
and three times as S The PSS5 multiple shear-wave
reflection ftoin basement was the motivation for the 9
sediment Q,, analysis in this paper 5 i0 1.

*Fig 3 shows the horizontal component data fromRag ki
selected traces at less than 2 km horizontal range, with eachRa e(nl
trace normalized to the same maximum amplitude The water Figure 2. Pirt at the hioizontit data insH ii .1 .. Is~
wave, WIN, .in intrassediment reflection II'S, and the PS and 2 25kms *tth tiselme wurss vktttsto , k, -- l
P555 converted b . enent reflections are identified The shear reflectorn,



1 ) 468 p. D, Broinirski, L. N. Frazer and F. K. Ddiennebier ''I
7 . 18 Hz. Spectral estimates in this paper are referenced to I

S digital nI ut)1Viiz.

I the sediments of about 22 m. compared to about 190 m for
, ' T~sssj compresional waves. This difference results in a finer

• sampling of the sediment structure using shear waves hni

i . possible with ompressonal waves for ths source. The

. . sensitivity of short-wavelength shear waves to fine scalestructure may explain some of the reverberation observed in

a) the horizontal data.

44 s nell's Law shows that the shear legs for PS and PSSS~.~2.2 Path differences

" .reflections are near vertical for an average sediment

I shear-wave velocity e, -0.2 kms' and for any reasonable
choice of sediment e. The extreme case, where the incident

4 1 P-wave is horizontal at the sediment/basement boundary,
I and e. - 1.5 km ss

1 . gives a shear-wave incident angle at the

receiver of Op - 7.7' As Fig. 5 shows schematically, the PS

arrival, St, and th: PS branch of the PSSS reflection. S;,

2 . have different paths and consequently different ray

00 05 1.0 t.5 20 parameters. In order to estimate Qp, we compare the

Range (kin) amplitudes and the spectra of S, and S2, assuming that S'

Figure 3. Selected trneeesermaized horizontal data Rt ditance$ to and St are the same. The amplitudes of S, and S, depend !it

2km, The water,wave. WW. intrasedimert converted reflection, part on phase conversion at the sdiment/baseticut

IPS, and the PS and PSSS converted basement (crustal) reflections tnterface and the downward pathtength. wth assocos'zd

are identified. (Same data as portion of Fig, 2.) compressional losses, which are both angle dependent. We

need to show that S', samples the sane portion of the

sediment column as S. As all S paths are nearly vertical.

phase IPS is identified as a converted S.wave reflection from and as , an6 S have the same source and receiver, this will

within the sediment column by its arrival time between the be true if the downward P paths for Si and S' at range X are

WW and PS phases and by the similarity of its coda to that approximately the same, i.e. if their ray parameters, p, are

of the other S-wave reflections, Phases appe,.-ing between not very different.
PS and PSSS that have approxmatec:, the same moveout are Assuming horizontal layers, the total horizontal distance

the result of multipathing within the sediment column. X7 between surce and receiver can be espressed as

Fig. 4 shows the spectra of 2 s of OBS 'noise pnor to the 
(e)

first arrival. and of 2 s of 'signal' starting at 5.67 s, which X(p) - Xw(p) + X. (p) + N0X(p). (1)

includes the PS reflection for the trace at 0.41 kin in Fig. 3. where Xw Is the horizontal water distance, N, is the number

Noise levels are a combination of background noise and of sediment shear paths, and X. and X# are the horizontal

signal generated noise from earlier shots. The amplitude sediment compressional and shear.wave distances, respec-

spectrum (solid line in Fig. 4) of the horizontal data has a tively. For a stratified medium with homogeneous sediment

dominant frequency of about 9Hz. The signal level is layers, (i) may be written in the form

generally at least 10dB above the noise level between 5 and I Pew %

+0 +HJ,(- + N, pr0 - ) (2)

Signal 0.41 km Mc p177c

601 Signal ocean surface

dB 40. .WTR 
source

20 
S; Sisa

Noise -

0 SEDIMENT S=

0 10 20 30 40 zi

Frequency (Hz) BASEMENT

FIgare 4. Amplitude spectra of 2s of noise (dotted) and signal

(solid) data starting at 1 5 and 5 67 s, respectively, tot the trace at Figure 5. Schematic of the S, - PS (dished) and S2 = PSSS (suhd)

0 41 km in Fig 3 ray paths for a uiform sediment layer over basemen,
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-whi:re-'iis thiithickneis of'the 46tir colu'mn besei n the - ei nt! , ... .... , -- ..... ,: -, ...... .. .. .. .3.1, Effective attenuation
sorend h".t:a.6tm&,a 'is the sediment

thicks. -, ccis: the iwatir'vlocity, adle, 'and c' aie the Attenuation measured from field data is termed effective
edzmt..o'prssi-nal and' sbear-ave etoctis. 'We tt niation (ae) is it includes contributions from both

"ch'sosa'r'eal referene distance X- corresponding to the intrinsic (a) and apparent (a',) attenuation This car. be,
OBS ra'i'g ofinterestand'-solve2, (2) omlexp (PS expressed in terms of a or Q asplS e" :ithp = l) and complex Pa :(PSSS phase writhN0" 3)._W flnd'that the'rea parts of pand pz differ by. a4=a+iA or Qe cQi+Q'. (8)
less 'ihnt 2 e cet wi'Hwc 5.467 k'n/, and 11, = Both Q, and QA may be frequency dependent, although in
0,356km, and that the ,seldiment 'path-length and the situ measurements indicate thatQe is effectively frequency
tiaveltime of PS ) 'differ. fromabose of PS(pi) by less independent in the seismic band (Kanamon & Anderson -

than ui ietre' and 001 s, respectively. Thus the P paths 1977).
and associated losses, as well as the incident angles at the Some mechanisms to account for intrinsic a, losses are
basement and associated P-to-S conversion, are effectively presented in Toksbz & Johnston (1981). Included are
identical for PS and PSSS, friction -and frame anelasticity (Walsh 1966), pore fluid

movement between cracks (Mavko & Nur 1971; O'Connell
3 PROPAi"ATION PARAMETERS &,Budiansky 1978), and fluid flow relative to the mineral

matrix (Blot 1956). Stoll & Bryan (1970) and Stoll (1974)
In a homogeneous medium, seismic wave propagation is predict a non-linear frequency dependence of the attenua.
determined by the phase velocity c and the specific quality tlion'factor a for propagation of acoust,c waves in saturated
factor Q, which is a dimensionless measure of the internal sediments, known as the Biot-Stoll model, Several studies
friction or anelasticity of the medium. Johnston & Toks6z suggest that Q increases with depth in sediments and may
(1981) present various definitions of Q and their follow a power law (f8) (Hamilton 1980; Stoll 1985, Jensen
interrelationships A definiticn that relates Q to wave & Schmidt 1986).
amplitude A is given by Apparent attenuation is the amplitude decay of a seismic
1 1AA pilse resulting from the scattering of energy by heteroge.Q I A (3) neities such as microbeds (O'Doherty & Anstey 1971;,

Schoenberger & Levin 1974, 1978; Spencer, Edwards &
Sonnad 1977; Spencer, Sonnad & Butler 1982, Richards &

in which AA is the amplitude loss per cycle. From (3) the Menke 1983; Menke 1983; Banik. Lerche & Shucy 1985;
amplitude decay due to attenuation is given by Menke & Dubendorf 1985; Lerche & Menke 1986). In

apparent attenuation, energy is redistributed to other parts
A(X) Aexp I- (4) of the coda, unlike intrinsic attenuation where energy is

removed from thie coda, However, its affect or, spectral
content is difficult to distinguish from intrinsic losses. Note

where Aa is the initial amplitude, X is the path-length in the that Q; t includes all non-intrinsic losses
attenuating medium, c is the phase velocity, and o) is the
angular frequency. The attenuation factor ax is given in
terms of o or frequencyf by 4 METHODS TO ESTIMATE Q

4 4.1 Spectral ratios

cfQfl2cQ or U) ()Q() (5) The spectral ratio (SR) method uses the ratio of the
amplitude spectra of different arrivals to estimate Q

Attenuation can also be expressed by the power-law relation Variations of the spectral ratio method have been used by
Jannsen, Voss & Theilen (1985) and Jacooson (1987) to

a(f) = kof 8
. (6) determine compressional Q. in marine sediments. We chose

the spectral ratio method since the PS and PSSS reflections
where 0< B < I and ko is the attenuation caefficient (Strick are observed for the same source and receiver, an the
1967). In order to satisfy the Paley-Weiner causality shear-wave ray paths are virtually the same. Wken the ratio
condition, a precisely linear frequency dependence (B = I) of the amplitude spectra of these phascs are taken. Cource
is not iossible (Papoults 1962). Combining the expressions and receiver effects cancel.
for a(f) in (5) and (6) gives We use the PS reflection (the dashed ray path in Fig 5) at

the reference depth. z), as our reference signal, with
Q(j) •~. (7) associated amplitude spectrum S#(u) The amplitude

f~kncUY)' spectrum Sz(.s) of the PSSS phase (solid ray path in Fig 5)
It can be seen that if ko and Q are constant and B 9 1, then is related to lSi(a))I by
the velocity of propagation must be dependent on JS (o)l - jS( omyS _Rj exp 1 2a(z z)).
frequency. To model seismic data accurately it is important
to know the frequency dependence of Q and c We where IN is a ratio of geometrical spreading terms and 9?
investigate the dispersicn relations of Strick (1967, 1970), contains reflection and transmission coefficients, assumed
Liu, Anderson & Kananon (1976) and Kjartansson (1979) independent of frequency. Here z, is the depth at the
in a later section water/sediment interface and zi is the depth at the sediment
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basetment interface. Taking the natural log of the ratio of It is important to note that the Q estimated from data in
"twe' twb spectra gives this, manner +is an effective Q. which includes intrinsic
lSR " I attenuation, apparent attenuation due to scattering and
In , ) -.... -If. n I Rl -.2.( -z. ). (10) intrabed multiples, interference and leakage to other paths.
!.,nt ,IS(l) The relative importance of these mechanisms will vary with

sediment type and the complexity of the velocity structure in
Letting 24,~ - zo) =,e where T is the traveltime difference the sediment column.
between successive'shear multiples atid e, is the average As we are comparing phases for the same source and
shear-wave velocity in the sediments, and substituting fc- a receiver, source and receiver directivity factors will not
with (5) we have affect the relative amplitudes. From (10) we see that the

i " slope of the SR plot is independent of the
InSR()-const - Q ,(11) reflection/transmission factor R and of the spreading term

18. The intercept, 1
se, of the least-squares fit to the SR plot

in which const is a term independent of o) that includes gives an estimate of In IWdI. Below we use synthetic data to
spreading and transmission/convernion losses. This last examine how closely !SR matches the true value of In IfSRt.
expression differs from the expression obtained by Jannsen

te al. (1963) only in the constantterm.:Note that if Q is
independent of wo. then equation (11) describes a straight 42 Peak amplitude ratios
line with slope a, - -(T12)Q '. Below we determine the Sediment Q, can also be estimated from the ratio of the
value of a, by a least-squares fit to the spectral ratios Frerm time domain amplitude, si, of PS to the amplitude, s, of
this slope we obtain an effective frequency-independent PSSS (Fig. 5). In order to estimate Q# in this fashion, we
Q-t. need to correct s, and sz for losses due to transmission and

A similar procedure is used if 0 is frequency dependent, phase conversion. For a perfectly elastic medium,
Then we expand Q-'(o) in a Taylor series about a
reference frequency to s i - GIR~so and i2 - G2Rzso,

in which so is the source amplitude, and R and G are the
Q"(to)"'Q( 5 ) + (0 - too)-. (12) reflection/transmisston coefficient and spreading terms, with

subscripts I and 2 referring to the PS and PSSS phases,

Substituting (12) into (11) we get respectively. As we have shown above that the difference

d' Q between the ray parameters pt and p2 for PS and PSSS,
InSRO ,-const - T (NO)o, respectively, is negligible, the water paths are nearly

" o- -2 ' identical and can be neglected. Then R2, corresponding to
(13) the PSSS reflection in Fig. 5. has the form

which is quadratic in w. This gives a frequency-dependent R2 - 1TpR'PsRssRss, (15)
Q at to as

where 7 p and Ris are the transmission and reflection
Q'(too) (- a + woa5), (14) coefficients at the water/sediment interface, and R d and

RSs are the reflection coefficients at the sediment/basement

where a, and a, are the coefficients of a) and to", tnterface. The superscripts refer to the direction of
respectively. The coe.cients a, and a2 are estimated by a propagation, whereas the left subscript denotes the incident
least-squares quadratic fit to the spectral ratios. It can be phase and right subscript denotes the resultant phase
seen that when a2-0, (14) reduces to the constant Q The amplitudes, s, and sz, are the maxima of the
estimate obtained from (11). envelope functions for the PS and PSSS wavelets The

The PS and PSSS reflections in the OBS data contain envelope function is computed by taking the square root of
noise. If the noise power is convant, and S, and S, are the the sum of the squared time series and its squared Hilbert
noise free signal spectia anid is the noise spectrum, then transform Since only the last leg is constrained to be S,PSSS also includes contributions from the SPSS and SSPS

S 2+5S phases This gives the ratio of the peak amplitudes of the
> +sediment shear reflections for nearly vertical P and S ray

T paths as
since S2 is less than S, In general, the magnitude of this (G1 (R. + R5  R.) I

-
C(

+' '
I

inquality will increase with frequency since Sz decreases : - R-t , I- (16)
mith frequency faster than S. This reduces the slope of the a IG, I R, I

SR curve, giving a Q estimate that is !urger than the true Q where the subscripts P and S refer to P and S-waves, R1,
Consequently, we subtracted the noise power from both PS R2, RA and R. correspond to the reflection/transmission
and PSSS prior to taking the ratios as coefficients for the PS, PSSS, SPSS and SSPS phaseN,

)= [,..(to) - S (t)In,  respectively, and the a terms are the attenuation factors
where those terms associated with S2 are identified by

%here S .,(ro) is the wavelet spectrum that includes noise primes Note that the left-hand side of (16) is a ratio of time
We used a portion of the data prior to the first arrival, with domain amolitudes whereas the right-hand side has terms in
the same length as the signal window, for the noise estimate a,., a, etc which depend on frequency We give meaning to
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(16) by specifying that the frequency to be used in identical dispersion relations for band-lited nearly

evaluating ar, and as is fi, the cefitroid of the spectrum of constant Q using a standard linear solid for their viscoelastic] PS, an I that t&e'frequency to be used in evaluating at4 and model (e.g Futterman 1962. Liu et al. 1976; Kanamori &
ors is f, the centroid of the spectrum of PSSS Substituting Anderson 1977) In a different approach, Strick (1967. 1970)
for a' using (5) and rearranging gives used the power law (6) to obtain an expression for c(o)) that

does not require bandwidth specification, Both the
C I + , (17) band-limited and the Strick relations require the selection of

fT A "~r~r parame'ers that affect the frequency dependence of c and of
Q, and the resulting waveforms.

where AsT is the traveltime difference tpss , f= ~ In contrast to these nearly constant Q models.
f, - 3f2, 9?, = (R: + R3 + R.)IR, f8= G21G, and '.s and e, Kjartansson (1979) gives a linear description of attenuation
are the average S-wave and P-wave velocitie; in the with Q exactly independent of frequency, attenuation is
sedimints. Note that In I , corresponds to the intercept in completely specified by cu, the phase velocity at a reference
(11). For synthetic traces, we use model paramezers to frequency fo, and by Q. Kjartansson's model requires the
compute the frequency-dependent velocities with the phase velocity to be slightly dependent on frequency
dispersion relation used in reflectivity computations. The ray We review several dispersion relations to examine their
parameters, p, for the PS and PSSS phases are determined potential differences and the influence of parameter
from (2). To compute R,. wve obtain the selection, Here it is useful to have Q defined in terms of
reflection/transmission coeflicients from equations (5.39) of conplex seismic phase velocity, c(o), by
Aki & Richards (1980). W is obtained from the ratio of
cos(p) (dA/dQ)-" 

for the two phases, in which the , ,- Z (I/c(&i)j(
honzontal sensor directivity term. cos 0(p), associated with -) lc . (15)
the shear-wave velocity, P, at the receiver is given by
cos 0(p)- VI -.p', dA is the cross-sectional area of the This definition, from O'Connel & Budiansky (1978), is
ray tube at the receiver, and dQ is the solid angle of the ray nearly equivalent to definition (3) for body waves. but it -,
tube at the source. We compute dA/dQ as more convenient than (3) because neither the change in

X(dXd) amplitude nor the cycle length needs to be determined.

dA/dQ . .2aa vT V._ , Absorption Band (ABQ) rule (Liu et al. 1976). modified
PCw from Mallick & Frazer (1987):

where X is the horizontal range, and cw is the water velocity I rs(s, - 4(0)
at the source. For a multilayered model, dX/dp is given by C o/Cn1 + FQ- In 10).W2 (l9)

dX . hc, Here ioi , t 2, co. and Q,, are input parameters. The radian
dp =, (1 -p"cj) frequencies &t and t)2 are intended to be chosen so that

w, <t < o2 in the band of interest. The reference velocity
with hi and c, the thickness and phase velocity in the ,th C is the velocity of the medium both at o) - 0 and to--
sediment layer. The directivity terms cos 0(p) have Note that the Q(wo) given by this rule is not equal to the
negligible effect since the rays are nearly vertical and parameter Q.: Q(to)> Q, for all o), but Q(r,) is only
p, -p2. If the sediment shear-wave velocity is significantly slightly greater than Q. for roi << to <1 w2 Notice that
less than the compressional-wave velocity and f2 is not too Q(w)--.u both In the limit o-0 and is the hmit w-
different from I, the second term on the right-hand side of
(17) is small and can be neglected in a first-order • Power Law (PLQ) rule (Strick 1967. 1970), a modified

a nof Q These formulae are used below. version of Strick's Power Law as presented in Malic), &
approximation Frazer (1987)-

5 DISPERSION RELATIONS I 1 ka (C() -- 511( i (20))
Anelasticity in earth materials results in the dispersion of c(to) ). (r )()
seismic waves. Attenuation, characterized by the intrinsic
quality factor Q, causes a wavelet to broaden and flatten Here c., ko, e, and a are the input parameters However, it
during propagation. In reflectivity modelling, attenuation is is usually more convenient to define A5 by the relation
introduced by making the seismic velocities complex, ko - Iloa°12c.Qr. and then to regard c., to5, Q_, c, and a
Depending on the dispersion relation, the specification of a as input parameters. In consequence of the above definition
reference velocity and a reference Q, as well as additional of ko, equation (20) implies that for o e
parameters, are generally required However. improper i °Q +
selection of the additional parameters can cause either c(ta) Q(.o) - 1 Q-,, cot (o./2).
or Q(to) as calculated for synthetic seismograms to be io
significantly duff,.rent from the reference values away from Notice that Q(to) is greater than Q. whenever t > o1

the reference frequency In order to make synthe'acs for Substituting the expression for ka into (20) gives
testing a method of ex.ractmg Q from data, we need to I }50
examine first the variation of c and Q with to. I =I I +- I

Based on a variety of assumptions, methods and c(o) c., 2Qs MOr "-
approximations, several investigators have derived nearly sin 2
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t the seismic velocity in the limit as 1.10 (a)
it can beseen that C. ;t sf ABdQy5-.

The parameter e was introduced by Mallick & Frazer 1....

-waies, e should be 'chosen so that Z << in the' band of E

intejest; we us e e ", 0.001.'Following Stfick (1970),'we use

o=0.l1 thought to be suitable for most earh materials. . 1

* Constant Q (CQ) rule (Kjartansson 1979): 0

C(coi) = c. Yo •21
u 

0.90 * -
' O

Here co, wo and y are the input parameters. However, it is 030 40

often more convenient to defineybyy (l/r)tan-' (1Q,.) 0 10 20 30z4

and co by c - c lcos (ny/2) so that c., o and Q., are the Frequency (Hz)

input parameters. With this dispersion relation it is easy to

see that Q is indepeident of to. However, like the ABQ rule

and the PLQ rule, the CO rule gives a seismic velocity that

increases with frequency. 80 (b) .

For testing our procedures, we require synthetic - -

seismograms computed both with a frequency-independent 70,

Q and with a frequency-dependent 
Q. We chose J6 - 1 Hz 

L.-

for the reference frequency, with coo-2afo. Vg. 6 showS

c(mo) and Q(o) for three dispersion relations. Cearly the Q Q 60 /

and c given by these relations can differ significantly from / A B . - - •
she input parameter Q,, and c,,, away from the reference i... *.."--.. ....

frequency. In selecting values for the parameters to and 50

in the ABQ, and a in the PLO relations, there is a trade-off 50 CO

between constant Q and c(mo). Keeping Q nearly constant

away from mu0 causes c(co) to diverge more from the

reference phase velocity, and vice versa. Although the 40-

shapes of the phase velocity curves in Fig. 6(a) are s;milar, 0 10 20 30 40

we found that improper selection of the other itrilt Frequency (Hz)

parameters can cause the PLO and ABQ curves to differ
significantly from the CQ -. irve. For the ABQ it was

necessary to increase the bandwidth to cot-0.01 and

m5 . 10000 (the dashed curves in Fig. 6) m order for Q(M)
to be effectively constant over the frequency band 3 to 18 Hz c)

(Fig. 6b) and maintain c(m) relatively constant, compared

with ro,=0.1 and maw.1000 (dotted). For the ABQ ABOi
relation, a i decreases, c(cu) increases. Examination of A 1  I

(19) and Fig. 6(a) indicates that ABQ increases the •

propagation velocity of a pulse. whereas PLO gives the ,PLO

delay generally expected in a dispersive medium. However,

we see in Fig. 6(b), obtained from c(o) using (18), that it

PLO gives Q(mo) considerably greater than Q, for m> mu. i,

To see the differences In the resulting waveforms, we .' \,

computed the plane wave Olutnlis for the reference model I ' .

using co 
= c.c C,u .0kms and Q. 50 at x = lOkm. -

As Fig. 6(c) shows, the wavefoms are similar in shape 11.5 12.5

although the amval times differ from the 10 s time expected 85 9 te 10.5

for the model parameters. The differences become more Time (see)

pronounced as Q, decreases. As Q, increases, the

waveforms approach the same amplitude and their arval l 6. Results from various dispersiun relatiuns. (a) vetoCity, (b)

times approach x/c. Note that the input velocity and Q,. can Q(ss) calculated using (18), and (c) impulse respose for plaie

be adjusted so that the three dispersion relations give similar wave propagation thrug 0km of medium at a referenc velt
results ins given frequency range. And it may be possible to of Ikm a- ad a reference Q Of So t, is the expeted urnval time

choose k in the PLq model and Q, in the ABQ model The curves In each plot were computed using Constant Q (solid).

such that the Q(o) and c() curves are closer together. bower Law o (dot-dash) wiih o0
I and r=O00t. and

However, itis unclear what values of ko and Q, to use for Absorptio Band (doted) wih or al0l , amp 5t1t ns d (dashed)

unconsolidated sediments and whether these parameters
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should iary with maternal, type. Since the modelling of
-seismic ,data: involves the ,matching,,of traveltimes and 6.1 Synthetic dala
amplituden. it is clear that different disperiioln relations can Here we discuss the synthetic record sections used to

mp'r. distitctly different input models to obtain similar develop and test our SR and PAR methods for extractng
synthetic seismograms. the differences in the Q ((o) and Q, Recall that in the SR method we must first estimate the
c(ai) curve s emphasize the importance, in modelling studies. spectrum of PS and the spectrum of PSSS, Qt5 is then
of explicitly 'stating the dispersion relation and its input obtained from the slope of the ratio of these two spectra.
parameter values. - The synthetic traces were computed with a Nyquist

frequency of 40 Hz, consistent with the OBS data sampling
6 NUMERICAL TESTS ON SYNTHETIC interval of 0.0125s, We used 55 point windows for PS and
DATA PSSS in order to match the length of the PS coda in the

OBS data at 0.41 km (Fig. 3). Prior to transforming to the
Reflectivity synthetic seismograms were computed using frequency domain, the mean was removed and a 10 per cent
both the CQ and PLQ dispersion relations. We used Hanning taper was applied to the windowed phases. Tests
fo 1 Hz as the reference frequency for both relations. For showed that 256 point windows padded with zeros gave the
the PLQ computations, we used a -0.1 and e =0.001, with best results. Although tapering the window , unnecessary
c. and Q. the reflcctivity model velocity and model Q, for s$nthetic data from simple models free of noise, we
respectively. For the CO computations, c. and Q. are the include the taper in our tests since the OBS data may
reflectivity model parameters. The code used to generate contain other phases and noise arriving close to the PS and
the synthetic seismograms was developed by Mallick & PSSS wavelets.
Frazer (1987, 1988). In this study, a variety of sediment The airgun source function and the theoretical instrument
models were used to test the accuracy ofthe spectral ratio response were included in our modelling to facilitate direct
(SR) and peak amplitude ratio (PAR) methods for Op comparison of synthetics to the OBS data. At first glance it
estimation. SRandPARgiveeffectiveQ#,equatton(8),asthe might be surmized that the source and the. instrument
inflectivity synthetics include all multiples and converted functions should be self-cancelling in both the SR and PAR
phases. methods. In theory they are not exactly self-cancelling in the

From single.channel reflection data and core logs from SR method because a long source.instrument wavelet may
drilling (Duennebier et al. 1987), it is certain that the actual cause the tails of the PS and PSSS arrivals to be outside
sediment column at Hole 581C has vertical heterogeneity, their respective windows, they are not r- ictly self-cancelling
Hence we require a definition of intrinsic Q for an n-layer in the PAR method because of the -. sible interference of
sediment profile. A natural definition is obtained by other phases with PS and PSSS Accordingly, in the
consideiing the effect of the intrinsic Q of each layer on a synthetic seismograms used below to test our methods for
vertically travelling seismic wave. The amplitude loss of the estimating Q5 , we included a source and instrument
w.ve in layer j due to intrinsic attenuation can be expressed response similar to those of the data. However, we also
is exp!-ih,12cjQj, in which h,, ci, and Q, are the tested our SR and I AR methods with a variety of other
thicknesx, phase m'elocity, and Q in layer 1, and w is the source-aistrument wavelets, including the unit (delta
angulr 'requency. The loss for a stack of n layers, L, is function) wavelet. We found that both methods were
then relatively insensitive to the source.nstrum',ent wavelet; the

L (.i exp/-!-+ +... + h!- I-" (22) other factors discussed below such as noise, clipping, and
2cIQI 2cZQ2  2c.Q. JI intrference had much larger effects.

Nest, we define Z to be the total thickness of the stack, The HIG OBS horizontal component instrument velocity
thus response is relatively fiat between 3 and 20Hz (Sutton et al

.=. h,, divided by the total traveltime; ths1980) where most of the energy in the data is found (Fig 4)
hF-[ j -i The instrument response was computed with the formula in

cHL ciJ Table IV of Sutton et al. (1981) using rc, =0 035 The Soviet
airgun source was modelleo using a modified form of the

Finally we define Q1, the effective intrinsic Q of the stack, explosive source function presented in Spudich & Orcutt
by writing (1980). The spectral content of the airgun source wavelet is

- wI~ (24) a function of the airgun volume, chamber pressure, and
L,-exp[-'-QI. (24) depth The source function parameters that control the

bubble pulse decay were estimated by comparing the
Solvitg (22) and (24) for Q, then yields amplitude spectrum of the source wavelet convolved with

HT ]h1- the instrument response with the water wave from OBS
= . (25) hydrophone data at about 13km, where the water wave is

j i'iCii not severely clipped as in the near traces (Fig. 7). The peaks
In these equations the c, and Q, are frequency-dependent in the amplitude spectra of the convolved wavelet and the
quantities computed using the dispersion relation for the lth OBS water wave at about 9 Hz match reasonably well (Fig
layer For the multdayer sediment models in this study, we 7), as does the fall-off in the spectral estimates between the
refer to Q, in (25) as the true Q In discussing our tests on first and third peaks Since the water wave in real data is
synthetic data, we will say that a method gave the correct contaminated b, the sediment basement P reflections, as
result if the Q recovered by the method was equal to Q, well as by refracted phases and surface waves not included
given by (25). in the convolved wavelet, we can only approximate the
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601 OBS-Hydrophono-WW Although, as noted above, the source and m istrumentare

not exactly self-cancelling in the SR method, our tests of SR-
40 -- $1"q for these models with and without the source and instrumietdt

functions gave results that were insignificantly different. The
20- -peak 'amplitude ratio (PAR) method Qj, estimates were

" 0 ". between 10 and 20per cent below the model Q. To assess
the sensitivity of the PAR method to the frequency

-20 . parameters in equation (17), we also computed Qj9 from

Source (17) by substituting, in turn. -2f, -2f2, and I=
-40 _____ _ -;[(f, +f2)121, in place of f3. These substitutions were

-60 ------- motivated by the expectation that f2 would not be ion
different from .ft.

0 10 20 30 40 The most accurate PAR results for both low- and high-Q

Frequency (Hz) models were obtained with Iin place of f3, although -2ft
Figre 7. Amplitude spectra for the source wavelet, source and -2fa in place of fa gave smaller errors for high- and
convolved with the instrument response. and water wave from the low-Q, respectively The PAR results usingI in place off,
OBS hydrophone data at about 13 km, The wavelets giving these were within 5 per cent of the model Q. This improvement
spectra are shown at the right, may result from! compensating for the band-limited nature

of the source spectrum. We use I in place of f3 for the
shape of its spectrum. To match the water wave spectrum. remainder of the PAR tests unless otherwise stated.
we need an accurate sediment,model and an accurate The spectral ratio intercept lsR from equation (10) gives
transfer function between the instrument and the sediments an estimate of the shear-to-shear reflection coefficient at the
in which it rests. sediment/basement interface Rs as

Spikes or holes in the spectral ratios can be caused by s
other arrivals in the same time window. Holes in either of lRd IR,I exp (isa - In l1). (26)
the spectra due to time series discretiation can also cause Note that the PS reflection coefficients in R, and R2,
the SR curve to be irregular. When the spectral estimate of equation (16), essentially cancel because pt 'p and
PSSS is greater than that of PS at the same frequency, or because R) and R, make only small contnbutions to R,
when the PS and PSSS spectra are significantly dissimilar in
shape, interference with another phase or wijh noise is the Also, the spreading ratio W is easily computed if the

sediment thickness is known. Equation (26) gives a lower
likely cause. The longer the source-receiver wavelet and the bound for Rds since layering within the sediment column
more complicated the sediment structure, the greater the and conversion of S-to-P at the water bottom will make
chance that interference effects will be encountered. As I ,<jRS'1. In general, R" will be negative since we
interference is likely in real data, we smoothed the I 5 w b
amplitude spectra using a j, , smoothing function before expect a significant increase in c,. ci and p at the

aithde spectral rgaos, oth ege fucptble sediment/basement interface.
taking the spectral ratios, The degree of acceptable For the one-layer models in Table 1, (26) gave R's within
smoothing was established with tests on simple models 5 per cent of the model value. In addition, increasing the
where apparent attenuation would not be a factor, and we sediment Q, and the basement Q. and Q#, had an
could ensure that the trend of the SR curve was not insignificant effect on the accuracy of the SR and PAR
distorted. We found that five passes through the smoothing results for these models. This indicates that Q, determined
function gave minimal distortion of the SR curve. The by these mods s dfct i hat o oter
bandwidth for least-squares esttmation was restricted to by these methods is effectively idependent of other
those frequencies where the general trend of the SR curve attesuatton parameters.was pprximtel th sae a tht nar he omiant To test the robustness of SR and PAR for more
was appronimately the same as that near the dominant complicated sediment structures, horizontal component
frequency. The difference between the true Q and the sytei tmorswrec pudfrbhlwanestimated Q is the measure of error, synthetic seismograms were computed, for both low and

high Qj, with a relatively strong impedance boundary
within the sediment column. Table 2 gives two two-layer

6.2 Tests on one- and two-layer sediment models models that differ from each other only in the Q0 of the two

The application of the spectral ratio (SR) method to sediment layers. The parameters in Table 2 serve as the

synthetic seismograms computed using the Constant Q rule input model parameters to the dispersion relations of the

for one-layer sediment models with Qa of 50. 100 and 150 reflectivity code Table 3 gives the actual velocities, at 9 Hz,

(Table 1) recovered the intrinsic model Q, with an error less of the models is Table 2. computed by the CO rule (21),

than 5 per cent The spectral ratio curves for these models and the actual Qs. at 9Hz, computed using the O'Connell &

are virtually linear and are consequently not shown. Table 2. Input parameters c, and Q. used in computing the
synthetic traces in Fig 8 Velocities are in kins

-
' and densities are

Table 1. Input parameters for one-layer sediment models with in ti cm-t Actual velo otes at 9 H are given m Table 3
velocities , itn kms-i and density p in gmcmig-s ctual v o I H a in Tbl 3

______________________________ c Q, rp Q a.) Qa hi ) hihku)
C Q. 1 to 1 Q#l) a{I QOM a

Q 
P lhl) ....f 1 1 15 110000 o0 9 0 .S467

watet 149 5S0 0 0 s 1 5 sdimenis Li. 155 as ssn 45 i9 135 0200
sedIment 17 50 0198 50 i O0 1 150 1 I 35O is ns O 7 5 175 0156
haweaunt 435 305 2251 2,50 12751 - b.eweAt .4.2 300 a.a5 2a65s 1
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Tabtek. Cdaptited~ielocity and Q at 9Hz determined trotn the Time (sec)
ainp metcr$., and. Qmi;inTable 2 using-the Constant i 2 3 4 S 5 7 9 9 1 t

dispersion relation. The resulting intriitc Q. gien by qdation (25), -•, sL 50 f'or sed~iment column (a) and 206 for seditient colunm (b), using I

~t0b~i--h~- CO
1 00 Q=50

, |- Lib-z so o-o o r Ie it .73 l . 15$os

Table 4. Input parameters c. and Q,. used in computing the Power 
- PLO

Law synthetic trace in Fig. 7. Velocities are in km s" and densities Si St S, Si S, S'

are in gm cm 
s. Actual vales oI velocity and Q at 9 Hz. computed - CO

by the PLQ dispersion relation, are identical to those of Table 3. 0 200

.. no 0 0 0 1, 1347
i t 21 1I OA641 3 1 1 A .1- PS PSSS

Figure 8. Reflectivity synthetic traces for the two.layer sediment
models of Table 3 showing the wavelets selected for Q analysis for

Budiansky relation (18). The intrnsic Q, of the sediment the CQ models. Ray paths for the amvals identified on the lower
column, given by substitutin tacle 3 values into equation trace are shown in Fig. 9. The PL trace for Q - 50 is omitted
(25), is 50 in case (a) and 200 in case (b). Note that the because It is indistinguishable from the CO trace for Q - 50

Table 3 values are also obtained from the PLO rule at 9 Hz,
using the input parameters c,. and Q. given in Table 4. The line was fitted to each spectral ratio curve and equation (11)
non-linear nature of the PLO dispersion relation required was used to estimate Qi. We obtained Q,,= 52 1, In the
adjustment of the velocities as well as Q in order to match band (3, IS) Hz, and Q# - 198 :! 3, i the band [3, 251 Hz,
the sediment Qp, Q., co, and cr, in Table 3. Using the for the low- and high-Q CO models, respectively. The ±
model parameters in Table 4, (20) gives velocities and layer refers to 95 per cent confidence limits for the least-squares
Q within I per cent of the values in Table 3. Note the fit to the spectral ratios. Recovered Qp vaned less than 10
significant difference between the CO (Table 2) and PLQ per cent from the trte Q, for both CQ models in Table 2
(Table 4) model Q, necessary to obtain the same values of using bandwidths of at least 10 Hz that included the
Q, and e for the sediment column; this difference was noted dominant frequency of 9 Hz. Estimates without tapertng the
earlier in the curves for Q(w) and c(ca) in Fig. 6. wavelets differed from these results by less than 5 per cent,

Pig, 8 shows the traces computed for these models at a The error for the high-Q model increases slightly as the
range of 0.41 kmn, corresponding to trace 3 in the OBS data bandwtdth decreases, with Q, = 208 ± 10, in the band
(Fig 3) Fig. 9 shows the ray paths of the major arrivals (3, 151 Hz. The general trend of the low-Q SR curve in Fig.
identified on the bottom trace in Fig. 8. In Fig. 9. all ray 10(b) changes at about 15 Hz, restricting the useable
paths not labelled P are S, and phases resulting from
reflection/conversion at the intrasediment boundary are
dashed. Additional layers significantly increase the multi, ocean surface
pathing and the complexity of the sesmic trace, with the source,

number and amplitude of phases observed depending on the
magnitude of the impedance contrast between the layers.
The seismogram for the PLO model with intrinsic Q0 = 200 WATER
is also plotted in Fig. 8. As expected, very little difference
can be seen between the traces for the CO and PLO models. - S S3 Si S5 S4 S2
The close similarity of these traces demonstrates that
identical synthetic seismogramS can be obtained from
significantly different input models when different dispersion SEDIMENTS
relations are used. The amplitude spectra for the CO and
PLO models also show only slight differences (Fig. 10a).
The PLO trace for intrinsic Qs = 50 is omitted because it as P
similarly indistinguishable from the corresponding CO trace
and amplitude spectrum (case (a), Table 21.

Fig 10(a) shows the smoothed amplitude spectra of the BASEMENT
PS and PSSS wavelets in Fig. 8. The resulting spectral ratio
curves are shown in Fig 10(b). The differences between Fipire 9. Ray paths for the arivals identified on the bottom trace
these models can readily be seen in the relative amplitudes of (CO, Q = 200) in Fig 8 The downgoing P-wave legs are labelled
the PS and PSSS phases, their amplitude spectra, and the P All other legs are S-waves, the dashed legs result from
slope of the SR curves. Assuming constant Q#, a straight reflection/conversion at the intrasediment (IPS) boundary
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.25" and low estimates obtained from 95 per cent confidence
(a) limits for the least-squares coefficients a, and a5 in (14). The

Q4 estimates for the high-Q model have greater than 25 per
-45 P I .. cent error for bands with the upper limit less than 18 Hz,

e.g. Qj =267 in the band [3, 151 Hz. The error for the
high-Q model decreases as the bandwidth increases, with
Qp =222, in the band [3.25] Hz

The quadratic least-squares Q, estimates from PLQ
synthetic seismograms (Fig. 10b) do not recover the true QO

-85 as accurately as the linear least-squares procedure applied to
Constant 0 synthetics. This is probably due to averaging

-105. effects over the band for which the quadratic least-squires10 estimate is obtained. For some bands, the quadratic
0 10 20 30 40 least-squares procedure applied to PLQ synthetics gave

Frequency (Hz) errors greater than 50 per cent whereas the linear
least-squares procedure, applied to the same PLQ
synthetics, gave Q0 estimates within 10 per cent of the true

0 (b) Q at 9 Hz, For example, for the low-Q PLQ model in the
[3, 15] Hz band, we obtained Q0 = 150 with the quadratic fit
and Q, -54 with the linear fit. For the high-Q PLQ

.1 - _ 241 synthetics, quadratic fit SR Q,, estimates are generally
within 40 per cent of the true Qp. However, for most bands

"'".. 23 a linear fit gave Q0 estimates within 25 per cent of the true
.2- -2 203 Q, at 9Hz, significantly better than the quadratic fit

estimates. These results indicate that any frequency
S-3" Q0-51 '". dependence of Q will be very difficult to extract fiom our

OBS data.
4 •- . . .. To determine the usefulness of the PAR method on real• data, where the sediment column is likely to be

.... heterogeneous, we also applied the PAR method to the
-5 1 I traces in Fig. 8. When estimating Q3 using the peak

0 5 10 15 20 25 amplitude ratio (PAR) method for multilayer sediment
structures, the reflection coefficient term, R, in equation

Frequency (Hz) (17), must be modified to include the S-wave transmission
Figtsre tO. PS and PSSS aiplitade spectra (a) and assciated coefficients, Ts, and Ts The expression for the PSSS

r r ii (SR) curves and Q estuiates (b) of the CO (soid. reflecton-transission factor R2 , equation (IS). then
.pectral bai S)cre n ,etmts()o h O(oi. rfecoe as msinfcoR2eqaon(5,tn
O - 200, dotted. Q - 50) and PLQ (dashed, Q - 200) traces in Fig. becomes
8. The thin tines in (b) are the least-squares fits for the band in
which the SR Q, estimate was obtained R2 - TeppRpTssRssT$$RssTss

For the low-Q two-layer model, PAR results using both the
bandwidth for the low.Q model This is because the spectral spectral ratio intercept, Isn, and model parameters to
estimates at frequencies greater than about 15 Hz (lower estimate %RS, gave Q, estimates within 10 per cent of the
dotted curve in Fig. 10a) approach the numerical noise true Q. However, tie estimates for the two-layer high-Q
level, related to a combination of the source function models are about 31) per cent below the true Q using the
spectral content and the low Qa,. The accuracy of these SR model '3S,, whereas substituting exp(IsR) for VSR, in (17)
Q# estimates suggests that layering and S-to-P conversion resulted in less than 5 per cent difference between the
do not present problems for the SR method, estimated and true Qp. These results suggest that

We also used the quadratic least-squares procedure, interference between phases resulting from conversion at,
equations (13) and (14), to estimate Q# from traces and reflections from, the IPS boundary causes a reduction in
computed using the PLO dispersion relation. The quadratic the peak amplitude of the PSSS reflection, and that these
least-squares Q, procedure is much more sensitive to interference effects are included in the SR intercept This
bandwidth than the linear least-squares procedure The surprising in that interference is a frequency-dependent
most accurate Qp estimates were obtained for the band phenomenon while Is. should contain only frequency-
where the significance of the second-order term in the independent components In addition, the interference
quadratic least-squares fit was a minimum, as determined by effect on Is, does not affect the spectral ratio results
standard F-test techniques (Hines & Montgomery 1980) 6.3 Noise
However, the quadratic least-squares results of Q9 =
54 k 0.1, in the band [3. 151 Hz, and Q9 = 241 ± 3, in the Real data can be influenced by factors not usually included
band [3.181 Hz, for the low- and htgh-Q PLQ models, in synthetic seismograms such as noise and signal 'clipping'
respectively, are still within 25 per cent of the true Q# due to limited recording dynamic range To determine the
values. The ± refers to the average deviation of the high sensitivity of the SR and PAR methods to these factors, we
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a-pliod ifferenlevelaof signal clppipng and, noise to the -25- (a)

To diifiiid theaccu-racy 6f, the 'SR method in the
presenc of noise; we added diffcrent levels of noise energy -45.

toth hghQ~waelts oise was mtcgrporated in the PS

)synthetic wavelets b5; takinjg'a-port'on of~ho correpondlnii
b6htteP~id 

S~~ ees 

NoSe

SOBS; datata preidmg the water wav'ith noie dB' -65 • .. N'" "estimaite
' 
and ":a dir, i., to bbthi the PS, and'"PSSSi ,hiveliits

prior to transforming to the frequencydomamn;Such added
noisehisrg'reater,,ffect'on the, spctraletimates of'the
lowermplitde'PSSS waveletthanit' does tfie highe'r
amplitude PS. We also generated random, or white; noise in' -105 .
the freq. uncy domain by fixing- the noise mio'ulls ai unity 0 10 20 0 40
and randomiziig ,the phase, tratfonsing - to' the, time
domain, andadding the result to the synthetic trace. We Frequency (Hz)
express the~percentage noise ene'gy as100logt o of the
ratio of the vasianc ofthe boise an~lttdes to the variance

of the signal'+ noise amplitudes for ih'e'PSSS wavelei.,When -0.5" (b)
obtaing spectral noise estimates, we windowed the noise
with the samre'taper used on the signal,

Subtracting the noise power from the spectral power
estimates steepens the slope of the spectral ratios and
consequently has the effect of lowering the Qp estimate. If cc
noise power is not subtracted from the signal power spectra . -1.5"
before the spectral ratio is taken, then the Q, estimate may ......
be higher than the true value. The high-Qp models are more
sensitive to noise since a slight change in slope can result in
a significant error in the Q, estimate. Accordingly, for our 5.5% Noise
noise analysis, we use the high-Q CQ model in Table 2 with
Q =-200 -2.5 1 .

A linear least-squares fit to the spectral ratios was made 0 5 10 15 20 25
using the frequency band in which spectral estimates for the
PS phase were at least 3dB greater than those of the PSSS Frequency (Hz)
wavelet and the spectral estimates for both phases were at Figure 11. (a) Amplitude spectra of the PS and PSSS wa,ets in
least 3 dB above the noise level. These acceptance criteria Fig. 8 with about 5.5 per cent noise energy added (sold) for the CO
can reduce the useable bandwidth significantly and exclude model with Q - 200. Also shown are the noise free spectra (dashed)
certain frequencies within that band. Fig. 11(a) shows the and the noise estimate (dotted). (b) Spectral ratio (SR) curves for
wavelet spectra after adding about 5.5 per cent data noise the spectra it (a) with the noise power removed (solid), not
energy to the hi-Q CO model trace in Fig. 8. For the PS removed (dotted) and the noise free case (dashed)
phase, very little difference can be seen between the
amplitude spectra with noise added (solid) and without
noise for frequencies less than 30Hz. However, for PSSS, curves are more irregular with more frequencies excluded
near 15 Hz and above 19 Hz there are noticeable differences Subtracting the noise power compensates for both the
between the amplitude spectra with noise and without noise, reduction in slope of the SR curve and the associated
These small differences significantly affect the spectral ratio downward shift in the spectral ratio intercept. We obtain
curve. The SR curve becomes considerably more irregular less than 25 per cent error between measured and true Q3
(solid, Fig. 1lb). But the Q, estimate obtained with the with the addition of up to 6.5 per cent noise to the synthetic
noise power subtracted as discussed above, using those data for the high-Q CO model. For the one-layer sediment
frequencies in the [3, 25) Hz band that meet our acceptance models in Table 1. and for multilayer sediment models with
criteria, was 216:1: 38, still within 10 per cent of Q. In Fig. lower impedance contrast or with Q less than 150, we find
11(b), the short linear portion of the SR curve near 15Hz better than 25 per cent accuracy for as much as 8 per cent
shows the frequencies not used in the fit. Although not noise energy added These results differ somewhat from
subtracting the noise power does not appear to change the those reported by Janssen et al. (1985) and Tonn (1991) who
shape of the SR curve significantly (dotted, Fig lib). it obtained greater than 25 per cent error for the addition of
results in a Q estimate of 248 ± 40 for the same band; thus more than 5 per cent noise energy The improved accuracy
the bias in the Q estimate increased from 10 to 25 per cent we obtained may be due to the lack of downgoing S-waves
when noise was not subtracted. Data noise gave larger through the water column, the nearly perfect S-wave
errors in the Qp estimates than did random noise, so we reflection at the water/sediment interface, the subtraction of
used data noise for the remainder of our tests, the noise power from the spectral estimates prior to taking

As noise levels increase, the useable bandwidth nanows the ratios, or a combination of the above.
and the portion of the amplitude spectrum above noise level For the PLQ Q#, = 200 synthetics, the addition of about 5
becontes smaller and more distorted. The associated SR per cent noise energy causes Qa estimates to be more than
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25,per cent differentifrom.the true.Q..We found that the -25" (a)linearcst-arespam edure gave much better'itmates.
'than the'6qadiati6 fit for PLQ models when mrbe than 3 per

p{;.2risel with pen i6isiae Q obianed Q,' estimates -45 . *, -

noise is present in hariow-baind data, a linear approximation
to the spectral rat[os gives the.most ieliable Q, estimate for -65-
both frequency-dependent anthferequecyindependfei Q.
We also infer that.fom our re'al dita,Which' uaoubtedly Hard Clipping

include noise and interference effects, it will be very difficult
to determine any frequency depindence of'Qa,. -5

'The peak amplitude ratio (PAR) method was also tested 0 10 20 30 40
with noise for the'one-layerQ, i150 inodel'(b)'in Table 1. Frequency (Hz)
The PAR'method gave better results than thi SR method as
the noise levels increased above about 8 per cent, whire the
SR slope became negative. The, PAR estimates of Q, were 0.0-" (b)
within 10 per cent of the model Q of 150 with up to 25 per
cent noise energy added using the model %1, in (17). This 0. -0
means that if we are sure the sediment column is nearly - 5

homogeneous, if we know the sediment thickness, and if we "
can make a good estimate of !R,, then sediment Q, can be -1.0"

determined accurately even in the presence of considerable H l
noise by comparing peak amplitudes of selUeted phases. -1.5 Hard" ,
6.4 Clipping

-2.0-
Clipping due to restr'.,ted instrument dynamic range affects 0 5 10 15 20 25
primanly the PS reflection for the near traces. The gain in
the OBS record section used in this study was set Frequency (Hz)
automatically according to the RMS voltage for the previous Figure 12. (a) Amplitude spectra fur the PS wavetet is Fi 8 with 0
minute, resulting in clipping of the highest amplitude signals (solid), 35 (dashed), and s0 pet cent (dotted) 'hard' clipping
in each trace. To test the impact of clipping on the SR Qp applied. (b) Spectral ratio curves for the spectra in (a). with the
results, we applied 'hard' and 'soft' clipping to CO synthetic spectrum of PSSS in Fig 10. gave estimates for Q0 of 201 ± 5 4.
data for the two-layer model with Q, -200. In both cases 28136. and 252±44 for 0. 35, and 50 per cent chpping.
the clipping level was set to a percentage of the maximum respectively. The dashed lines are the leat.ssquares fits over the
amplitude of the PS wavelet. For hard clipping, all band in which the Q# ctimate was obtained.
amplitudes greater than the clipping level were set to the
clipping level. We limited clipping of PS to levels at which
PSSS was not clipped, As can be seen in Fig. 12(a), hard exp (Is), in place of f3 and the model '.00, respectively, in
clipping results in a shift of energy to higher frequencies, (17), gave results close to the true Q In addition, as
increasing the centroid frequency of the PS spectrum. In clipping increases above 35 per cent, the centroid frequency
Fig. 12(b), it is clear that increased clipping causes greater increases; then using twice the dominant frequency for the
distortion of the SR curves between 3 and 20 Hz. PS reflection. -2fio. in place of f3 in (17). gives Q0

For soft clipping, the wavelets were first scaled by estimates closer to the true Q than using either f, J, or
sinh (l.0)/(clippng level) We took the sinh

-  
of the scaled -2f, For the source function employed, the difference

amplitudes to obtain the soft clipped wavelets shown in Fig between/, andiD is an indication of the amount of clipping
13(a) Companng Figs 12(a) and 13(a), we see that hard present in the data These results show that the amplitude
clipping shifts more energy to higher frequencies than does spectrum below 20 Hz is not greatly affected by moderate
soft clipping In Fig 13, we see that as the amount of amounts of clipping, and that clipping effects are mostly
clipping increases, more energy shifts to the higher confined to the SR intercept
frequencies, the SR curves become more distorted, and
their intercepts become more positive. However, the SR 6.5 Apparent attenuation
method still yields estimates within 25 per cent of the model
Q with up to 50 per cent hard or soft clipping applied to the Here we consider the effects of apparent attenuation on our
wavelets. procedures tor estimating Q,,. In particular, for multilayered

Application of the PAR method to data with the PS phase models. we wish to know whether our procedures tend to
clipped will give an upper bound for Q, if we have a estimate the Q, gives by equation (25), or whether they
reasonably good estimate of , As expected, the PAR recover an effective Q containing a strong component of

method is sensitive to clipping and gives a much higher Q0  apparent attenuation. First, notice that if QA is large. then
estimate than the true Q. However, using -2f/ and (8) reduces to QE = Q,. If QA is small, then the Qc
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(a) Synthetic seismograms were computed for sedimentis'xtw 
]1€ fr i (a models with realstic velocities containing alternating layers

with high impedance contrast. These models were designed' ,0% 35% 6S*% to maximize the magnitude and frequency of impedance,
- 4 ,-45 contratsiswhitle maintaining total P + S sediment traveltime

of about 2 W s for a sediment thickness of 356 us. The
dB vertical traveltime through each sediment layer was held

constant for velocities computed with the Constant Q rule.
-65. These sediment models (Table 5) have layer thicknesses of

'Soft Cli, , and I A, at 10 Hz, respectively, while holding shear
SoftQ Clipping '0 = 10 fixed. In Table 5. the number of sediment layers

8 ',/j having the same density, velocity and Q in that layer is in
parentheses, e.g. model AS has 142 sediment layers

0 10 20 30 40 Residual fractions of layers were distributed equally
Frequency (Hz) between the top and bottom layers. Fig. 14 shows synthetic

traces computed at 0.41 km with the Constant Q rule, with
0.0- (b) the Qs - 200 CO two-layer model from Table 2 at the top

65% included for comparison.
-0.5' 35* . /As the synthetics shown in Fig. 14 are horizontal motion,

0 virtually all of the energy is in shear. In particular, the
s" 0% energy between WW and PS consists of intrasediment

1.0 P-to-S converted arrivals. Note that the amplitude of the
-j water wave is approximately the same for all models. In

-1.5 model A2 (Fig. 14). the amplitude of the converted S phases
Sot .Clipping decreases with time as more energy is removed from the
I ° : p , downgoing P-wave. The amplitude reduction is also partly

-2.0 due to the upgoing S-waves losing energy to reverberations,
0 5 10 15 20 25 reconversion, and absorption in the sediment column.

Interference of the converted S phases occurs where the
Frequency (Hz) thickness of successive layers sums to an integer multiple of

pire 13. (a) Amplitude spectra for the PS wavelet is Fig. a with 0 I),,, giving the characteristic pattern observed for the
(solid). 35 (dashed), and 65 percent (dotted) 'soft' clipping applied, arrivals between WW and PS. A resonance condition exists
(b) Spectral ratio curves for the spectra in (a). with the spectrum of when the sediment thickness is an odd multiple of jAtj The
PSSS in Fig 10. gave estimates for Q# of 201 : 5.4, 216 * 10. and resonance frequency, f,, is given by
221 : 19 for 0. 35. and 65 per cent clipping, respewtively. The
sashed lines are the least-squares fits over the band in which the Q,, 4 1, 3, 5 ..
estimate was obtained. 4 411,

where H j is the thickness of the sediments Applying this
estimated by the SR method will be less than the true Q,. expression to the individual layers in model A4 gives
We decided to hold Q, fixed at a relatively high value and f, - 10 Hz witti e sI for each of the contrasting layers,
see how QE estimated by the SR and PAR methods differs corresponding to the fundamental resonance frequency for
from the true Q1. the stack of layers. Consequently. we associate the peak at

Table S. Alternating sequence of sediment model parameters used to computing the synthetic
sesmograms for models AI-AS with sediment layer thickness of I. 1, 1, 1 and j11p, respectively, at
10Hz. In parentheses are the number of sediment layers having the same density (p, gmcm-').
velocity (c., c. kmsi') and Q Total sediment thickness is approximately 356m.

et ,-,o e Qo p hm=
AlI AS2 A3 A4 I A5I C. I Q. C 5

waer 151 100001 00 0 _ 101_467

155 '100 o 0160 150 1.45 150 7.5 5625 3.75 1.875
1851 100 0.250 150 1.75 250 125 939.3 6.25 3.125
.551 10 0150 160 1.4 15 O 75 5625 73 7 i5 1875

a 851 100 2 O L75 20 0 12795 r2 93954 63 25 .
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Figure 14. Synthetic data traces at 0 41 km for models Ali-AS with -90- r - ,

alternating sediment layer thicknesses of 1,. 1. , I and j 1, (see 0 10 20 30 40
Table 5) The trace at the top is for the constant Q two.layer high.Q
model. Frequency (Hz)

10 Hz gin models Al-A4 in Fig 1S with the acoustic -30- (C)
propagation loss maximum determined by Hughes et al, " . A3
(1990) for one-layer sediment models.o -, -

The arrivals between WW and PS increase in frequency d 50
from about 10Hz for model A2 to about 18Hz in model dB

A4. As the layer thickness decreases, the layers become -70'.
increasingly transparent to the downgoing P-wave resulting
in less P-to-S conversion. In model AS (Fig. 15e), the J,1 -90,
layer thickness is small enough to allow the 9 Hz peak in the 0 10 20 30 40
source spectrum (Fig. 7) to control the location of the
dominant frequency of the PS and PSSS spectra, as opposed Frequency (Hz)
to the 10 Hz dominant frequency in the spectra of models
AI-A3. The 10Hz peak matches the frequency used to -30 (d)
determine the layer thicknesses. For model A4, the A4
pronounced peak in the spectrum near 18 Hz is likely due to -
phases that include odd numbers of muitiple ray paths in '50

both layers. In general, the sediment layers act ax a strongly dB
peaked bandpass filter whose ziros are related to the -70-,
thicknesses and velocities of the layers in the sequence.

The wavelet arrival times for models AI-AS were -90
computed by ray theory. All models have a time-average 0 10 20 30 40
sediment S-wave velocity of 0.201 km s with arrival times
for PS and PSSS of 5,61 and 9 14s Since thin-bed layering Frequency (Hz)
delays the arrival of some of the energy, we used a larger
window, I Os, for the spectral ratio analysis compared with -30- (e
the 0 69s window in the analyses of the two-layer sediment
models above. The phases PS and PSSS still arrive at the A5
computed times, but their amplitudes can be significantly '50 -

reduced (Fig. 14) The delay of energy is clearest in model dB ,
AS where the apparent PSSS arrival occurs at about 9.42 s, -70-
0.29s later than the ray theoretical arrival time. The window ------
positions for spectral estimation were not adjusted to -90 1 1 1
compensate for these delays. To reduce the possible effect 0 10 20 30 40
of other arrivals near PS and PSSS within the I s windows,
we applied a 10 per cent Hannming taper to the wavelets. The Frequency (Hz)
upper bound of the band in the SR tests was 20 Hz because Figure 15. Amplitude spectra (a)-(e) for the PS (solid) and PSSS
the spectral estimates approached the numerical noise level (dashed) wavelets from the traces for models Al-AS shown in Fig
above this limit The lower bound was set at 3 Hz except for 14
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model A2 in which it was set to 5Hz, Below 5 Hz. the SR

Al curve for model A2 was greatly distorted, probably because6 ' of interference.

As expected, the PS and PSSS phases for these mode'
have much more irregular amjhtude spectra and SR cutve

_re0u136 (Figs 15 and 16) than those of the noise free two-ler
-2. models (Fig. 10). The spectrum of model A4 (Fig. 16d)-2.5 -f-- clearly snows a significant shift in the dominant frequency of

0 5 10 15 the wavelets to about 18 Hz with a corresponding reduction
Frequency (Hz) in the peak at 10 Hz. The linear least-squares SR method for

models AI-AS gives Qp estimates within 25 per cent of the
true Q of 150 with 95 per cent confidence limits between

0.0- (b) :k26 and 47. These results could have been improved by
-0.5 A2 shifting the time windows to compensate for the layering
:- delay and by increasing the percentage of the wavelets-I.0- . . tapered. We conclude that spectral ratio estimates of Qf ,

4-1.5 will not be significantly affected by apparent attenuation due
2 . 160 to intrabed multiples resulting from thin, horizontal bedding.2.0 -160within the sediment column in the (3,20) Hz band. In our

-2.5-7 analysis of the OBS data, we expect that the Qtt recovered
0 5 10 15 20 will be close to the intrinsic Q defined for multilayer models

Frequency (Hz) by equation (25).
In addition to estimating the importance of QA. the long

codas for these models also test the sensitivity of the SR
0.0 (c) method to source function and window length. Interference

-0.5 A3 may explain why the 95 per cent confidence limits for the Q1,
V estimates for models AI-AS are significantly larger than

• 1.0 those for the two-laer models of Table 25 -1.5
.-2.0- a 170 7 APPLICATION TO OBS DATA
-2.5- After the extensive tests on synthetic data discussed above.

0 5 10 15 20 we applied the SR and PAR methods to the OBS horizontal
data from DSDP Hole 581C. The position and length of

Frequency (Hz) each wavelet w.ndow was adjusted to obtain as smooth an
amplitude spectrum as possible. After the mean was

00- (d) removed from the wavelets, the 10 per cent time-domain

.0.5- A4 Hanning taper and smoothing functions were applied in the
same way as for the synthetic data. For noise estimates

-.1.01 needed in the SR method, we selected the portion of the
c: -1.5 - data prior to the first arrival starting at 2.0 s after the origin

2.0 l, time for the shot, with the same length as the wavelets used.2.0-_ for the spectral ratios. The noise power was subtracted from
-2.5 the spectral power estimates after smoothing

0 5 10 15 20 We restricted our analysis to offsets less than 10km
Since the shear waves take a nearly vertical path, the near

Frequency (Hz) traces are least contaminated by scattered energy or by
refracted crustal phases Fig. 17(a) shows the horizontal

00-1 (e) component OBS data at 0.41 km and the PS and PSSS
-0.5* AS wavelets selected for spectral ratio analysis The intrasedt-

1 ment convened reflection, IPS, and the direct water wave,
e -1.0- WW are also identified. The phases arriving between PS and

. 15 PSSS are shear waves that probably result from

-20 0-159 multipathing within the sediment column Noise levels
restrict the useable band for the SR method to about

-25- 3-18 Hz. The noise energy estimate for this trace is 4 7 per
0 5 10 15 20 cent of the PSSS wavelet, corresponding to a signal-to-noise

ratio of 21, well within the 25 per cent SR accuracy range in
Frequency (Hz) the presence of noise energy determined from the tests on

Figure 16. Spectral ratio curves for the amplitude spectra in Fig 15 synthetic data above. We conclude that signal generated
for models Al-AS (a)-(e) The dashed lines are the least-squares noise does not significantly reduce the accuracy in
fits over the band in which the Qa estimate nas obtained determining Q, by either the SR or PAR methods from
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Time (sec) these 0BS data. Fig 17(b) shows that the shapesofA tl
10 11 signal spectra are roughly similar to those for the two.lal Ye l2 3 4 6 7 8 9 10 11 12 synthetic data :hown in Fig. tl(a); thus interference and, i ! t 1 t t clipping are probably not significant for this trace, 1

i III.it..ll, "i' Th hriontat geophone is contained in a cylindneal O04S

,,n tzpackage. Coupling through soft sediments can
modify the instrument response to ground motion, with theWI coupling resonance frequency relatrd to the shape and mass

of the instrument package and the properties of the

(a) sediments (Sutton et al. 1981). Coupling effects include
instrument package rocking induced by shear waves,

PS PSSS resulting in enhancement of the spectra near the resonance
frequency. To have complete confidence in our estimates of
sediment QA from horizontal geophone OBS data, we need
to know that the effects of coupling resonance are linear for
the coda amplitude and spectral content of PS and PSSS.
Linear effects will not blat our estimated Qj because our

PS (b) numerical experiments showed that the source wavelet is
60 practically self-cancelling in both the SR and PAR methods,

Cross coupling from vertical seismic motion to horizontal
geophone signals may also affect the Qp estimates, although
Sutton et aL (1981) determined that this is not a problem for

20 " ,this instrument. High amplitude signals will be more
strongly affected if the resonance effect is non.linear. with

0 soft clipping of the signal the most likely result, However,
the similaty of the spectra of PS and PSSS noted above

0 10 20 30 40 leads us to conclude that th, coupling effects are linear
Frequency (Hz) within the dynamic range of the instrument fn any case, our

clipping exenments on synthetic data indicate that soft
clipping effects should not significantly affect the Q,,

0.0- estimates

-0.5 (c) In Fig. 17(b). the fall-off in energy at frequencies less than
5 Hz may be due to interference by Scholte.waves generated

.1.0 by earlier shot%, gradient induced shear-compressional wave
15 1 .5 97 coupling (Fryer 1981). or source charactenstics The

-2.0 divergence of the PS and PSSS spectra below 5 Hz results in
-25 sdistortion of the spectral ratio curve (Fig 17c). consequently

we do not use that portion of the SR curve in our
0 5 10 15 20 least-squares estimate for this trace A linear least-squares

Frequency (Hz) estimate of Q1, was obtained using frequeicies within the
igare 17. (a) Horizontal geophose OBS data at 0.40m with the (S. 181 Hz band that met the 3dB acceptance criteria
PS and PSSS wavelets for SR and PAR analysis The water wave.
WW and the intrasediment reflection IPS are also idenied; (b) In Table 6 we list the SR and PAR results for OBS data
amplitude spectra of the wavelets in (a) and of the noise estimate, traces 1-7 from Fig. 3. We believe these traces are relatively
and (c) spectral ratio curve for the spectra in (b). free of interference and clipping effects Fig. 18 show, the

TAe 6. Resulti of spectral ratio and peak amplitude ratio analysis o1 OBS data traces 1-7 BW is the

bandwidth in whlich the least-squares spectral ratio Q0 estimate (QsR), with associated intelcept 1.
was obtained; iu and tpus are the arrival times of the respective phases, and I is the aserage of the
centroids of their spectra between 3 and 20 Hz used in obtaining the peak amplitude ratio Q, estimates
(Qe~ 0). At the bottom are the results for the spectral average of the nearest five traces

Range (k p a) i tpsss(>) Window (a) BW (lz ) 7(11 QP a Is QS
0027 808 9.59 069 31,178 100 163 10121 110±20
0.238 567 9.59 080 6.2,175 10.7 143 0332]JOS0 25210*405 1<61 9.49 069 5 0,17 8 9. 100 0 361 97 -ti 1

0.576 5.68 9.49 0.63 31,150 1 04 141 -0'27 1 '7
0.747 5.68 9.50 060 59,178 j100 136 005,31 102 150O.906 5.70 961 5.55 3.1158- 11 -5 - 0. -644 3 1313
:.077 5.70 968 050 62,17.5 114 20.3 E 007133:23

Siectrid Averapg - ft7.2 F27 W0 i'0.2 i5
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do 04270 0 747 km

20 -20

0-
)0 10 20 30 4 0 10 20 s0 40

Frequency (Hz) Frequency (Hz)

so0 80-
80* 0 238 km 0-0 906 km

do 40- do 40 --

3 20 . 2c-
0 0

0 10 20 3 4'0 0 1 0 20 30 40
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80 80*
80 -s ~ ~ ~ r576 km80 -17m

do040,- - - d840..
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0 10 20 30 4 5O 10 20 0 40
Frequency (Hz) Frequency (Hz)

Figeore 18. Amplitude spectra ot the PS (solid), PSS5 (dashed), and noise esnate (dotted) wavelets for tke OBS data.

wavelet spectra foe these traces, and Fig. 19 shows their SR inferred wherever the spectral estimates for PSSS are
curves. Variations in the arrival time of PSSS in Fig. 3 may greater than for PS. These spectral bam.. (the flat.
be due to slightly different slant paths foe the downward P truncated segments of the SR curves in Fig 19) were
and upward , possibly caused by non-honZontal layering excluded from the SR curves and thus from the least-squares
within the sediments or basement topography. Interference, estimation of Q#. Window length and position were
clipping, or an increase in signal generated noise energy was adjusted to obtain PSSS spectra with approximately the

00., 
4 i

-5 0 027 km .00 5i.101 0-b .5 8-10 2

0 5 10 1Is 2 0 5 t0 15 20
Frequency (Hz) Frequency (Hz)

00 0 3 m00.n

00238k5 0908km
.5-15 5 10

-20 --0 20 013
.2 5 .25

c 8 tO 15 20 0 5 ' I0'1 20
Frequency (Hz) Frequency (Hz)

00.8k 001 1077 km
05. 0 S77 km0

9.15-I .1
*20- 0.20 J Q .1 133
.2 8 -28

90 5 10 is 20 0 5 to is 20
Frequency (Ha) Frequency (Hz)

F1pe 19. Spectral raio curves tor the spectra an Fig tS liar dashed tines are the least-sqares fits over the band is which the esium~te
was obtained
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same shape as the PS spectra. In the peak amplitude ratio vanability, then the noise estimate may not accurately
analysis, we estimated 1R, with exp (isp), and used I for f3  represent the noise level in the windows selected
in equation (17) while neglecting the second term on the To average these effects and thus lower the statistical
right-hand side of (17) variance of the spectral estimotes. we computed arithmetic

Some trace-to-trace variation is seen in the linear (Fig. 20a) and median averages of the spectral estimates for
least-squares SR QA estimates of Table 6. Although the the nearest five traces in Table 6 prior to taking their ratios
degree of signal clipping in the data is unknown, the spectral Both averaging methods gave similar results, although the
ratio tests on synthetic data above indicate that relatiyely median average spectra and spectral ratios were noticeably
large amounts of clipping %%ill not affect the SR estimates in less smooth We obtained Qa = 97 ± 11 over the [3,17 21 Hz
the 13. 18) Hz band used in this analysis. The efficiency of band for the arithmetic spectral average in Fig 20(b) using
P-to-S conversion generally increases-with rang up to the the linear least-squares procedure.
sediment/basement shear-wave critical angle, tin asing the The peak amplitude ratio results. QAR in Table 6, are
amplitude of the PS amval and generally resulti . in more consistently higher than the Qs, estimates, as would be
severe clipping of that phase as the range increases, expected if PS were clipped The spectral average QPAR
Consequently, we reduced the length, of the time window at estimate of QA - 122 can be considered an upper bound,
greater offsets in an effort to exclude the most severely Note that there is little difference between QSR and QPAR at
clipped pulses in the PS coda. Not surprisingly, we still 0.405 km. suggesting that clipping for this trace is not as
obtained significantly higher QA estimates from the two severe as the other traces, and that this trace probably gives
farthest traces in Table 6 than from the five nearest traces, the most reliable individual estimate of sediment Q0
The increase in / at 0.906 km also suggests greater signal
clipping. Holes in the spectra of PSSS. such as those seen at 8 CONCLUSIONS
about 5 Hz in Figs 18(b) and (0. are probably caused by
interference, they result in holes in the SR curves (Figs 19b We have shown that spectral rato and peak amplitude ratio
and f) which we exclude from the least-squares estimates methods can give accurate estimates of sediment Qp from
These interference and clipping effects may account for the converted shear-wave reflections on horizontal component
variation observed in the spectral ratio results for the five synthetic seismograms. Tests on synthetic data suggest that
nearest traces in Table 6. Also. as the spectra in Fig. Ig moderate amounts of noise and signal clipping do not
show, the noise energy vanes from trace to trace. If the introduce significant error in spectral ratio estimates of Q3
in-trace noise variability 's as great as its trace-to-trace Q, estimates within 25 per cent of the model can be

obtained with the addition of up to 7 per cent noise energy.
However, the frequency dependence of sediment Qj, cannot
be determined by spectral methods for narrow bandwidth

80" data when a small amount of noise is present.

PS (a) Our methods were applied to horizontal component OBS

60. data collected over soft sediments at a deep water site in the
northwest Pacific The spectral ratio method gave Q#
estimates between 97 and 110 (corresponding to an

dB 40"- PSSS attenuation. a, between 0 281 and 0.248 dBA .') using the
linear least-squares procedure. The spectral average of these

20- Noise . traces yields a Q# estimate of 97- E11 We suggest that the
spectral ratio method can give effective Q0 estimates for the
entire sediment column with better than 10 per cent

0_ , __ accuracy from converted shear-wave reflections for broad-
0 10 20 30 40 band honzontal component OBS data in areas where PS

and PSSS are observed This accuracy is not greatly
Frequency (Hz) degraded by modest amounts of noise and signal clipping

0-(b) ACKNOWLEDGMENTS
We thank the Office of Naval Research for financial support

c- ~and Eduard Berg for reading the manuscript

- 0 97 REFERENCES

Alt. K & Richards, P G . 1980 Qiuutrsve Sesmology, vol I.
-3- W H Freeman & Company, San Francisco

0 10 15 20 Bamk, N C Lerche, I & Shucy, R T , 1985 Strattgraphic
filtenng, Part I Derivation of the O'Doherty-Anstey formula,

Frequency (Hz) Geophysics, 50, 2768-2774
Biot, M A , 1956 Theory of propagation of elastic waves in a

Figure 20. (a) Spectral average of the PS (solid), PSS5 (d.shed), fluid.saturated porous solid I Low frequency range, J acouti
and noise estimate (dotted) wavelets for the five nearost OBS data Sac Am , 28, 168-178
traces (b) Spectral ratio curve for the spectra is (a) Byrne. D A . Sutton. G H . Blackiuton, J G & Duennebter, F



Sediment shear Q from airgun 085 data 485

geohysRes. 5437449Menke, W.. 1983. A formula for the apparent attenraion of

Duennehier. F. K , Lienert, B.. Cessaro. R.,. Anderson. P. & acoustic waves in admylyrdmda episI .ai

Hole 58I.C. in Ia. Rept. DSDP. 88, pp. 105-125. eds Menke, W. & Duhendorif. B.. 1985 Discriminating intrinsic and

Duennctbiir, F. K.. Stephen, R.,. Gettrust, J. F , et a!, apparent attenuation in layered rock. Geaphys. Res, Lett, 12.

Washsington (US Government Printing Office). 721-724

Frye. G 3. 191. ompesaosa-aliar ayccoulin inuce by O'Connell, R. I & Budianiky. B.. 1978 Measures of dissipation in
FryeriGy grdin. 1 n1 omrinsdimts. wae uuli. Snc. d bm.y9 viscoetastic media. Geopliys Res Lett. 5, 5-8.

veoiy r47-66n0.ie eiens . eut.Sc A. 9 O'Dolieriy. R. P, & Anstey. N. A., 19171. Reflection$ On

Futterman, W. 1., 1962 Dipersive body woaves,)J. geophys. Res., amplitudes. Geophys. PrOSP . 19, 430-458.

67, 5279-5291. Papoulis. A., 1962. The Fanner Integral arid uts Applications.

Hamilton. E. L., 1976a. Sound attenuatian as a function of depth in McGraw-Hill. New York.

the seafloor.)J. aroaxi. Soc. Am., 59, 529-535. Richards, P. G & Menke. W.. 1983. The apparent attenuation of a

Hamilton, E. L.., 1976b. Attenation o1 shear waves in marine scttering medium. Bull. seasm, Soc. Am., 73, 1005-1021.

sediments,.). acaasr, Sac. Am.. 60. 334-338. Schoenberger. M. & Levrs. F. K.. 1974. Apparent attenuation due

Hamilton. E L.. 1980, Geoscoastic modcling of the sea floor.)J. to intrabed multiples. Geophysics, 39, 278-291.

acoasi. S C. Am.. 69, 1313-1340. Schoenberger, M. & Levis. F. K.. 1978 Apparent attenuation due

Hrrison. C. H. &i Coasins. P. L.. 198S. A study of propagation t arhdmlils I epyrs 37077

losdpen~dence on sediment layer thickness using the Fast Spencer. T. W.. Edwards. C. M & Sonnad. J R., 1977. Seismic

Field Program, in Ocean Sesma.Acouistics: Loin Frequency wave attenuation in noneolvattie cyclic stratification.

tUndervater A4cosics, pp. 139-148, eds$ Akal. T. & Berksoa. Geophi ri's. 42, 939-949.

J. M.. Plenum Press. N4ew Yotk. Spencer. T. W., Soanad. J R. & Butler. T. M., 1982. Seismic Q

Hines. W. W. & Montgomery. D. C.. 1960 Probablirty and Sleatigraphy or dissipation?. Geophysics, 47. 16-24.

Statutics in Engineerig and Managemest Science. John Wiley Spadich. P. K. P. & Orcutt. J. A.. 1980 petrology and porsiity of

& Sons. New York an oceanic crurstal site. Results from wave form modeling of

Hughes, S. J . Ellis. D. D,, Chapman. D. M. F. & Stool, P. P. . seismic refraction data,.. geaphys. Res., 85, 1409-1433.

1990. LOW frequency acoustic prorogation loss in shallow water Stott. Rl. D , 1974. Acoustic waves in saturated sediments, in

over hatid-rock seabeds covered hy a hin layer cl elastic-solid physics ofSoaaid rat Marine Sediments. pp. 9-39. ed Hampton.

sediment.). acon Soc. Am , 88, 281,297. L.. Plenum Press. Nesw York.

Jacobson. R. S.. 1987. An isvestigaliovq into the fundamental Stoll. R. D.. I98. Marine sediment acoustics.). acourt Soc Am,

relationships between attenuation. phase dispersion, and 77, 1789-1799

frequency using seismic refraction pahilc over sedimentary Stoll, R. D. &i Bryan. G.M.. 1970. Wave attenuation in saturated

structures, Geophysics. 52, 73-87. sediments.)J acoast. Soc Am . 47, 1440-1447.

Jacobson, R. S.. Shoe. 0 0.. Jr & Dormi. L. M., 1981. Linear Stiek, E.. 1967TedtrmnioofQdyacvsoiyad

Inversion of hody wave data-Part M1 Attenuation versus depth transient creep curves from wave propagation measurements.

using spectral ratios, Geophstics, 46, 152-162. Geophys.)1. R. any. Sac., 1.3. 197-218

Junnscas. D., Vosn, J. &i Theatern. F , 1985. Comparion of methods Strick. E., 1970 A predicted pedestal effect for pulse Propagation

to determine Q in shallow mituy sediments from vertical in constant.Q solids. Geophysics, 35. 387-403.

reflection scismageams. Geapnys Prasp . 33. 479-497. Sutton. G. Hi. & Duenflber. F. K . 1983 Optimum design of

Jensen. F. B. &i Sehmidt, H.. 1986, Shear properties of ocean ocean bottom seismometers. Mar. geophy3. Res , 9,47-65.

sediments determined from numerical modeling of Scholte. Sutton. G H.. Dacanebier. F. K.. Iwalaki. B. &i Tuthill, J. D..

wave data. in Ocean Seismo-A caaaur-. Low Frequency 1981, An overview and general results of the Lopez Island 085

Underwater Acoirtire. pp. 683-692 , eds Akral. T. & Berksoa. Experiment. Mar. geophys Res.. 5, 3-34

1. M.. Plenum Press. Nevw York. Sutton. 0. If , Lewis. B T. R.. Ewing. .,. Dueritebier. F. K..

Johnstan, D. H Li Toksdz. M. N . 1981. Seismic wave Iwalaki. B.. Tuthilt. J D. et al . 1980. Loper Ialand Ocean

attenuation--definitian and terminology. in Seismic wane Bottom Setsmomeier fntercompanian Experiment. Hawaii Inst.

Attenation. pp. 1-5. eds Toksoa. M. N. Li Johnston. 0. H . of Geophyn. Tech Rep. 1410.80.4. Hawaii last. Geophys..

SEG Geophysics reprint series Na 2. Tulsa Honolulu.

Kanamori. H &i Anderson. D L . 1977. Importance of physical Tokas.z M. N. & Johnston. D. H . eds. 1981. Seismic Wane

dispersion is surface wave and free oscillation problems. Attenuaion, SEG Geophysics reprint series No 2. Tulsa

Review. Rev Graphya Space Phy3.. 15, 105-112 Ton P. . 1991. The determiaation of seismic quality factor Q from

Klai-nissoa. E.. 1979 Constant Q-wave propagation and VSP data- A comparison of different computational methods.

Leattenuation,)J. geaphya. Res , 84, 4737-4748 Geaphys. Piviup. 39, 1-27

Lrcee I &i Menke. W.. 1986 An inversion method for separating Vidmar. P. J., 19W&O, The effect of sediment rigidity on hottoms

intrini and apparent attenuation in layered media. Geaphys reflection loss in a typical deep sea sedimenit. J ucausi Soc

IJR ass, Soc . 7, 
3
3

3
-
3
4

7
. Am ,68, 34-63

8

Lot, H .P.. Anderson. 0 L. Li Kanamori. H , 197' Velocity Vidmar. P J., 1980. Ray path analysis of sediment shear wave

dispersion due to unelsicty. Implications for seismology and effects on bottom reflection loss. J accost Soc Am., 68,

mantle Composition. GeaPhya 1. R asic. Sor.. 47, 41-58 639-648.

Maltick. S & Frazer. L N . 1981. Practical aspects of reflectivity, Walsh. J. 8 . 1866. Seismic attenuation in rock due to friction. J

modeling. Geophysics. 5:, 1355-136C. graphys. Res . 71. 2591-2599

Mattick. S. & Frazer, L N., 1988 R~apid computation of While. P.. S. &i Stephen. P. A , 1980 Compressional to shear wave

multi-offset vertical sersauc profile synthetic seamsograms for conversion ins oceanic crust. Geophya J R ar Soc., 63,

layered media. Geophysics. 53, 479-491 547-565

Mavko. G M &i Nur. A . 1979 Wave attenuation in partially



'ASOIAT7IN FOR THE

ADACEMENT OFsNSCI"R EN CE,
~. Voi. 249 *PAGES 1349-1472

ZZ29

UI10O



tthat is, in the aftetbumn region. The tern (27). Finally, with brighter and higher is Yui S Nacborodoonko sod v I inno, ti, 11.43
!u reinis consistent 'ihvsa flu' ynchrou' oure vial urnl 6 - M 3observation fdebihns ftebre at wige eriie 0Ipoos.Per 17EA d VK.SoykYuMasi

sample'lbeing ssandfroe30snd second) or next generation storage rings 'no-iWfr 17.39(1981)
cnimanearlier report by Boldyrev ei A. such as thoseof the Advanced Light Source (s9& G. eh ddowkMtl 1,0

who deduced the formation of two (Wot) at Berkeley and the Advanced Pho- 19. KC A. Plslpot. Z. A. Murooir, . B Hoti j Mowf &i
intermediates from their TR diffiraction cx- ton Source (APS) at Argonise (10is photons 22,169 (1987)

perimenta2 in th secon a B .HosZA- Mr,6,M 21, ISI(1986)
permets i te ecndtime regime. ~ per second), higher spatial resolution should 2L. A. Ei.oticnsxt A E. Bur,. ~Mod Mrs. 39, 125It is clear from Fig 3A that most of the allow a "closer look!' at the combustion (1976)

observed scanterng in the TR diffraction front in this interesting class of high-tens. 22 N F Grnur.o W Then-oooi, S M Whi-DePxce.
NSLS t' Mso11o Coda s hie VtJV nd X-ypatterns was recorded las the 20 region of perane solid-state reactions. 11-1-~e (Brockhm Nusoosl Loboeatory, Up-

43" to 46*. In Fig. 4, the integrated intensity tIS, NY, ed. 3,1989)
in this 20 region is plotted assa function of R2FERENCES AND NOTES 23 S D tlcsicoesd D W, Resdo.~ C ESennle,, I BThis ummarzes te TR iffra- misHolt, J. A., C-,, Soc. 72.,2318 (1990).time Thsplot sumrzsteT ifa ITma ,dfo lose luiobw rotcks puucbttd 24 Il. P. Elsioc, Cocnosoao, oft-oy Alloys (Mc~aca-

donevets n te cmbatin AlNi ystm. ~Coo,*,oson sd Flio- $000 1957. 5551, NmO York, 1965), p 233tin vetsinth cmbstngAlNisyte. 2.m A Moos,, C-o, 8.9 27, 342 (19881 25 V V. Aleisuodrov sod M, A IKorchsgos PeIt is characterized by a ver- sharp and high- 3 P. Nov&ko, I P. Boromokyl. A G, Metzdao. Coo1y, Vkq-.o 23.55 (1987)
intensity peak peak A, at 5.4 s with a osl'rocal.rsk -. oioserdq d Maiocy,A, 26 Y S Toosoosa Ed., lThoiywov i1noloo of
number of low-intensity peaks on either G Mresolhsooo Ed (Cieorroloia. 1975), pp Ilcgh Terp-wso, Solod Moor., iMarusls. Nmc174-188 York 1967), vol. 1, p 704side. With decreased slit size, the number Of 4, Z. A. Mom, ivd U. Ansel.c Tus, Mon So 27. 1. Won$9, P. A. Windt, J. 5 Hl. B Ropp, B. M
these low-intensity peaks decreased as a re- Rrp. 3. 277 (1989) sooopeaoo

su~ ofa saler umbr o gain corecly 5, V V, Sotdrvodd,Dda Aoid .k SMS 259. Wesmooroctpensoorioioatoect from Lsuto mle ubro riscrety 1127(1981) Parina, I Semiois, G barok),. S M 54,al, M.oriented to scatter the incident x-ray. This 6 K. 0 Menroos, Arc, Porw~ SPIotoo 8. 17 wi, &Md L Sorrnn Teal- discssons can) F.
result lends credence to the effect of grain (1974). W. 1.ytie, A. Ltens. and L Ticce, are apprenisted

orieptation ~ ~ ~ ~ ~ 7 organmtoo-oh thg M Ask Co-booo 1. 23 (1981) Thu. work is supported sod, o hespcses of tioorcltai r ranmoio, rbohathgh 8.S Mmrnt. Scdos, 238.30S (1987) US = tpofsa Enom~ (DOE) by tke L-cv
temperature on the msltipeak festures ob- 9. G Zorn, E. Hellsier. H4 GobeL L Schltzl, Ad, sten or Notional Laboraory wder cor,

served~~~~~~~ with th emercreouin for * 30.,483 (1987) ot~ W-7405 ENG 48 Wroo siaso MosI f or wn
10 , R. Sdmoor sAdS If Lut. j SoldSut , sIpor of DME D~ofsra Maicosia Sctroes,difratin etu. ftr 0 orso boaer 76, 143 (1998), odr consrac 5E-ASOS S5.ER10742. for its role

peas uchasheonelaeldllrcobervd. 58M Sutton a#?r~, so.A a 62,288 (1988). orlsdcvclo mi sod ooo(S AesooX
12 K ausksadl' HleocaoSd 1768, 1l1 ceSS ThNSLS .osupported byDOE,Beyond 50 a, the plot becomes almost fes- 13,.E.M. LaeiorP A Woo*,.I vorg, R&, So okeoo of Mumeal Scneos idCcaJSetl~

tureless in aceordance to a mere shift of the ro.. , or pcess coors, under croacs, DSE AC02 76C00016
AlNi(llO) prodsct peak to high 20 as 14, A S Rogscih.V M Stocoo.1 D ClcscosluasM

0) result of thermal contraction. Both features 13~vco.taCrcyaVo.2(o6,8 Mith 1990, accepted 21 juce 1990
o at A and B are reproducible in a numb ccf__________________

Al + Ni samples repeatedly combusted uin-
der Identical experimental conditions. Be-
cause grain orientation or randooc mctions
fot individual grains at high rucpatsre ai eem nto fth rtclT m eauei
would not reproduce the samrc esity R pdD tr iaino h rtclT m eauei
peaks at the same time in sceessivc scans, Simulated Annealing Inversion
the sharp and high-intensity feature ob-
served at 5,4 a Is most lk-dy due to an
intermediate phase formed before the for- ATANu BASU AND L. NEIL FRAZER*
mation of the final AlI product

The technique: ofTR-XPt) with synchro- Knowledge of the critical temperature, T., the temperature at which a phase change
tron radiation is a very powerful and per- occurs, greatly improves the efficieney of simulated annealing when used foe optimiza-
haps unique method for following phase dion or inversion. A numerical method of accurately determsining; T. in a relatively
transformations and chemical dynamics of short computation sins. has hemn oj~eloiwo l= 1,1 *o4 iz- AC ococrtcCS.
solid combustion reactions in situ at high soundapeed profile from wavefleld data, a problem in which eycle skipping causes
temperature. When temperature profile and many local minima of the energy function and the averaging of the mediumn by finite
wave-front velocity ace measured synchro- length waves results in many states with simila energies. Computations indicate that it
nously and correlated with the TR diffrac- is cost-effective to spend about 80 percent of the computing budget looking for T.
dion scans, then all participating phases may instead of annealing, and that in the course of finding T. many states with energies
be identified as a fuanction of time and near the glotial minimum will also be found. The a posteriori probability distribution
temperature. Intrinsic, real-rime kinetic data of the solution has been constructed from trial solutions generated at T..
of this sort sre needed to allow critical

tcsng feissng hcres~slosodda of ild S ~ IasUiA171I) ANNEALINU (SA) WAb IN- rations at a fixed teniperasire T the prA-o
combustion and to provide the basis for vented idependently by Kirkpatrick, biliry of finding the system in state j~ with
developing new theories In the case of the oJGelatt, and Veechi (1) arid by &~my energy E-j is given by the Gibbs distribution
Al-Ns systemsu, there ss a great interest in (2). SA makes use of the principle that for a g x(I/I/
understanding the phase trasformsation and system of particles having random corigu-es(-flI()
combustion dynamics as a function of the _________________ in which the partition function Z is given by
composition ofthe starting materials at vati- HswasuIsisiucorfophcys,a,j dcea'ioasoo a sumn over all possible states
ous stoichiomectric as %cll as off-stoichio- Mo--c, IlosobAut "1I90822
metric compositions across the binary sys- 'To %lsrniooomcwc sycto i osc5 Z = ep(-EMT (2)
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Layer 2 0
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Borehole number

Fig. 1. Gconsetey of the model. Two borcholes proaches to the design of cooling schedules independent of starting profile, and its
alocated 100 in apart wit 40 homgevnsi

spacrled 10 m apar, in ea h borehole, , am given in (7-9). Rothman (6) found the ciency relative to other methods incre
locted just beneath the surlice 150rntothelt global minimum in a seismic inversion prob- rapidly with M, the numiber of unknov
ofborehole 1. flem by starting at a high temperature and As our main purpose was to investigate

then cooling slowly to just below T., the we used for the "observations in the b
When SA is used for optimization, the temperature at which a phase change occurs. holes synthetic data computed by an e

unknown parameters are regarded as patti. He determined T by triW and error, that is, method (Q I).
dces and the allowed values of a parameter by repeated runs for different assumed val- The wavefield observatiom (Fig. 2) in
correspond to the allowed states of its asso. ues of T., first and second borehoes are Ul(l, z)
dated particle. The energy E in Eq. I is the In our problem, theoretical cooling Uz(t, z), respectively, in whsuch is time
cost function, and the temperature is low- schedules (7, 8) gave poor results, anda trial z is receiver depth. We calculate a theoro
tred very slowly so that the system of parti. and error determination ofT, required pro borehole 2 data set 02 using l at all dej
des eventually freezes into the global mini- hibitive amounts of computer time. Hence and an assumed soundsped profile r
mum of E In our experiments, we used the we developed a method to rapidly determine This proceus is calld migration. If the
heat bath algorithm (3). The Metropolis T. While finding 'T. our method also finds grated data 02 ar¢c perfectly with
algorithm (4) is mathematically equivalent many good solutiom; thus, the issue of
to the heat bath algonthim (5), but the heat cooling schedules became far less important.
bath algorithm may be more efficient than We applied SA to an inverse problem (10), Slowntsa(e5u)
the Metropolis algorithm for inversion the problem ofdeterming the soundspeed 0541 0 "7
problems (6). versus depth profile c(-) of a layered earth 0588 04M.. .

In the heat bath algorithm, each particle is from motions recorded in a borehole. As
visited in sequence. Visiting the ith particle, shown in Fig. 1, a seismic source is located
one fixes the states of other particles and 150 m away from the first of two boreholes
calculates the system energy for each al. and the resulting motion is recorded by
lowed state of pamcle i. These energies are geophones in both boreholes In a stratified
used to generate a ('bbs distribution for earth, the resulting data are identical to data 100
particle i, from which a.,,w state for particle recorded in a single borehole from two

is chosen by sampling once. After each sources at different horizontal distances.
particle in the system has been visited once We chose this problem to experiment
(this cycle is called a sweep), the tempers. with SA, because the Greens fusnctions nec-
ture T is lowered by a amall amount and essary for its solution are more conomical 2 200
then each particle is visited again. After to compute than those ofmost other seismic
many sweeps, the system will be in equihbri- inversion problems. All the other difficult
em at a low temperature, frown into a eharacteristics of wavefield inversion prob.
global energy minimum An M.partice sys- lemas are present, however, making SA rnver-
tein requires M random numbers per sweep sion an appropriate method. Our sound. 0 -

The conditions under which SA can be speed-depth profile has M = 40 layers, and
proved to converge to the global minimum each layer can have one of N - 5 possible
of E are often unacceptable because they soundspeeds, so the number of possible
require so much computer time. Thus, pro- solutions is N - 10'. Enormous compu-
gress in SA depends on experiment as well as estional time would be needed to examine
theory; experunents are generally used to ths number of profiles even if geologically 1t7 262 2_5
select a cooling (annealing) schedule, a pre- unlikely models are exdudcd. Furthermore, Veciy (Irsis)
scription for lowering T over time. A cool- many geologically acceptabl- profiles dif'er
ing schedule includes the starting tempera- greatly from each other, so traditional nver- Fig. 3. A posteon probability distinbat
lure To, the rate of cooling, the amount of son methods that require linearization (PPDs fior sundpeed at each depth The
t.tie to be spent at each temperature, and cause the final solution profile to be h rghly wen computed by a procedure €ieed GT
the time at whch to stop Theoretical ap dependent on the starting profile SA is %eighted graph binning, explained m he o



oil"¢ borehole 2 dia'U2,then c(z) is the sFccd and c_, is the minimuma permitted 08- f A [
tiue jrfi[&;'W _ use to fio 't ,(Z) sounspd. The maximum posibl vue -l, mosti re==i profles

I. ( 'f!), eartltith thehayerbouncdarics half- Fdr motraisc proie,(C)'s less thanim .
, way between the receivers a$'hown inFig. q.1. In the expriftents presentedbelow, the O o.: "-..to -
, L -116+' "4z):is pi6civise constant andis vahue'ofe 'n. 5 was fixed at 10.
' ~ a -epest in -arry c = (el, .., m) The -cu wavefiddis stlown in Fig.: 2

whrq= Iz) s~h ofdp fterhwr uicd as oservatins in our numerical

la I yer to 'five possible values, thus synthesized c chere by an exact method 0
el (-, ... ... is). based, on the se of the true soundspeed I \, I t

) t Our algorithm for migration is a Kirh- profile inicated by the line in Fig. 3. As the-
hoT.-Fermat method similar to that used by wavelet of the seismic source was strongly 0 :
Carter and Frazer (12). The U,(t, z) are lxik H1a 0I'i side lobes of the corrla-
weighted, dm -shift o, ad,-Am ed to gen- t in i ction gave a high p rentag e of 8
erate 02(t, z) according to the relation states with relatvely low energies but inac-021 Ej lAlI-tz ~ yl kpigcrt odS~ rfls hsi ald 0 d',,d , F

I ~To decribex our method for determining "' \
+. b*01(t - tA, It) (3) T". we first introduce the concept of a short \

in which (it is the temporal Hiilbrt trans- run. A short ninis a ninafixdtempera- c lfmf a arw t rTthat bi witharadom s

depth index borehole 1, j is the depth sped profile e , and consists of 2 sweeps -2 0 0 2 2 0o 2.0
index it borehole 2, and t is the time shift. requiring a set R of 25M random numbers. lopi vt
The weights a, and bA ar indeendent of At the endsofeaedhswnp, weave the energy
(z) and depend only on thwe e a beenergies ofthe 25 in sesiehort Fg. 4. Curve plottd (A) show average orre
cept near the tops and bottoms of the n ar averaged to g T aon (dashed line) and average negative energy

9(sohd hn), for 25 sweeps at a fixed temperature
borho s. The travel time tk is the integral R). We make other short ru0 at tempra* At each temperature, a 25 sweep run was made
of l/(z) along the straight lin d from depth ture between 10

-
1 and 10' .beginning with with the sum se of 25M random numbers and

zk in borehole 1 to depth j in borehole 2. the same , and the same il As shown in the same random stan odel We computed

where,=c~,)ishesondspedofhehe cum ined(Bos(C) andinoErnasefora(A08but

Agreementof the zcroun time seaes Fi 4A, these short nus give the graph of e ,,ME

02U and U2 is measuredl by the correlation -//is(T, c,, R) (solid line) versus logj0T. use different sets of 25AI random nornixrs anddfferet random stfrol u models The y srves x
OuTo reduce the depmndince of s on , (F) aritthd averages of thei F 3vesi 3 (A) through

Sand , we make this series of runs five tim E). The tmrature at the peak of the average

.1 with five different c, and five different R. eeg uv F sde oI .a The results arc h s olid l nes in Fig. 4,
A though £.To ga ve h erent ah of

crt (t, ) a U(t, j) i reTl a, R) h ive log. e %erage d to We repeated the expnment described
N, -- M - theaph of E,(T) howin Fg 4F: here for a variety of true soundspcld pro-

2 U
t  

(4) thus files, with siilar reults, We found that T.
iT dffeient for meoerent true soundsped

as which N, is the number of points rn each . s, (T ) %$(T, c. R) (7) profiles and that it also changes with the
time series and Nz is the number of reiv- t value oft, the pnalty wihght in Eq 5. Any
ir. The correlation would be 1.0 if the Wedfine T. to be the temperatueawhich change in the dfinon of E or any change
T w , , jan profle used m migration were -2s(T) attains its maximum. From Fig. in the erga set U, U2) changes . This
the true profile and our igrath on algorithm 4F, iogi.T was esimated as -2.0 ot 0.2. behavior is analogous to that of a me c
were pefct. In practice, our n prfct m - We ref aeraa t gietca - r ezs(tar, whose freezing point is sensetive to small
grationalgrithm aelds a con'aithe inte )e ae othe short runs at T= T , E changsi the proporions ofminorompo-
ofmaximum approaches 092, a value that usually dropped sharply within 10 to 20 nents.
varies with the true profile. To apply SA, we sweeps. To show the afect of the penalty We also splore alteran ve dcfinitions of
I ° deft the energy E as the negative orreh- function in Eq 6, Fig. 4 in(ude the graph average shohn enerp For example, at

u.o, plus a small penalty terin to dicriu- of 1;,'(7) 'clashed lImes), computed at the each temprature, instead of making fivehate against tghly os atoiy profiles: a time as give the g uns with five ses of 25 random num bers,
The curves o Fig 4 arc low at low T we made a segle run wth one set of 125M

E(c) 0 2) + P(c) (5) b ,cause the system is too cold to find its way rando numers The deakrncf sthatwith

If we ignore the penalty term, E wih 1, 1 f]. out of the local energy minimum nearest to five shorter runs the sstem is set to the
IlThe pnalty term is given by the starting model; they are low at high T starng model five times instead of once

N bcause at high T, high-E stare ras fThe rsultiggraphsof-t(T)were higher
g .ac ceptable as ow-E states. The aeake t han those Fig 4F, but the peak was at

Ui I prature T. represes a balance point at the same tempratorue W uobtained sightly
P(c) - ( ,, (6) which ow-E states ar4 preferredi but the moothergraphs for s(T) by ung the same

isystem is warm enough to tunnel btween set of random numiers at each tempsrature
where , is the largest permitted sound- such states, rather than different sets at nifferent te-
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TF

Once T. had been found, it was no lonicr profile indicated by the thin line. pp 277-298, M &nC te %,o, 
necessary to coosylowly from a high initial Our numerical experimaeqts indicate that 4 N. Metio l. -1 J C9k,, Ays, 21 log

temperature. By statting at* T = 1 .0 and for SA optimization and inversion problems (1953)'Icooling to T - T. in 100 -sweeps, then one should spend most of the sweep budget, 6 I M v risn =E.HL Ain,'sdE
a remAsnigj ia T. for aother 50 sweeps, we deterining T.. Thben for optimization 6 0. H Rdotian. Q-Ph'9yoo $0, 2784 (199ss, &.

obtained profiles woeenergies difrd problems, the conventional slow coolig St. 3352 (1959 oso. EO ,,
from the energy othtreprofile by less schedule should be replaced by a schedule Mr.& SINE 6,721 (1984) $r.

tha 5% BlowT. vey sowcoclug; or with rapid coolngtoT. The process of 8 H Sm itnel Hutley.Phre Les A1223*16
several hundred sweeps gave poiewth finding T. gives all the information nrecs- 987 DNama Saanx.P Re,, Aa37 13s
energies less than 1% above the energy of say to estimate the PPD, a quantity much (19ss), Mimtba. ,5d 39,2Sa (1989).'
the true profile. We found many low-B more useflul in inv~ersion than the profile 10 W HosE,, Ge906701 Di Aemtyej owe,
profiles while constructing Fig' 4 with lowest energy. A=Oir75057 (I.-i Prl lew Yodv, N,

In problems of the type tonsidered here, (Etievi1987
the most important question is not what MEESNCES AND NOTES (1981
single rofile fits the data best but rather 1 ,A xenlLNF-,d4.6(94

Th I S Yark "'Id L1.IBM~e RIwl RC VtSS(1982). 13 l..tiperdLb h US Offn:.Ma P.418what set of profiles firs the data %% c. The tc,*kpI& c D '1. 1'. H r_ VMI' 1 y Anspoia erncdvUS oiet gat P"2e,,
latter question is addressed by estimating Voees 229. 671 (1085). AC A11ii Osrit o Gmpys rny ts,,W2o
the a posteriori probability dlistcib'uation 2a V.(n1985)~ ~ w. ~eyAp 84 A2Iai iuso epuys ovs,
(['PD) for the soundspeed at each depth. 3 C. Rebb, is AppIkssei qfrlte Mouse Ced# Whmes 18 April 1990, acreuuol 29 1-u 1990
Mathematically, the [PD for the (j, the ________________

soundspeed at the ith depth, is given by

p~eI~, Us)Forecasting Damaging Earthquakes in the
. .X CIU1, U2) (8)' Central and Eastern United States

Numerically, we construct this ('PD by the
following recipe, which we call Gibbs- S. P. NISHENKO AND G. A BOLLINGERS
weighted graph-bining. Let A be the set of
profiles found at T - T. during construe- Analyiis of seismograph network data, earthquake catalogs from 1727 to 1982, ans
tion of Fig. 4 and let B C A be those profiles paleoseismic data for the central and eastern United States indicate that the Poisso
in A for which c, - % where - is one of the probability of a damaging earthquake (magnittude 2: 6.0) occurring during the next 3
allowed values for el. First, we estimate the years is at a moderate to high level (0.4 to 0.6). 'When differences in seismic waN
partition funioon at T - T. by attenuation are taken into account, the central and eastern United States h;

'approximately two-thirds the likelihood of ( aliornia to produce an earthquake wit
Z- cxp[-E(c)IT.) (9) comparable damage arma and societal impact within the next 30 years.

etA

Then the ('PD for cl is estimated by ( INiCE 1727 THERLE HAVE' BEEN SEVEN mia raise the obvious question What are td
earthquakes with magnitudes greater chances for the occurrence of anoth

P~~~c,~ e U. Z xp[-E(e)IT1 ' h than a (body-waset magnitude) 6 0 mb ;, 6.0 earthquake in the region east
u. Z (10) in tecentral and eastern United States The the Rocky Mountains during the nest fe:

largest five of these events 11811 to 1812 decadesi We define a damaging earthqsil
The PPDs for our example arc shown in Fig. New Madrid, Missouri, itb7 0,7 1, 7 2,7 3 as having a m > 60 (seismic moment mna
3. Note that Fig 3 was constructed using (1), and 1886 Charleston. South Carolina, nitude, M 2: 6 1), and consider esposs
only the 125 profiles found at T =1'. dur' mi, 6.7 (2)] occurred during the 19th centu- wisudoaws for the next 10, 30, 50, and I(
ing construction of Fig, 4, and that we ry. In the 95 years that have elapsed since years
constructed Fig 4 by using only 10 (tern- the last damaging aa 2 6 0 earthquake (3), Earthquake hazard assessments are P1
peratures) x 25 (sweeps per tempera- the central and eastern United States has manly based on average rates of carthqu

1

turc) x 5 -1250 sweeps The PPDs in Fig undergone an era of rapid urban growth occurrence Although Information abo
3 look the same for any T within our error along with the development of nuclear pow- earthquake recurrence times is lacking f
bounds for T.. er plants, energy distribution systems, large specific fault zones in the central and easte I

Another useful quantity is the mean pro' reservoirs, and transportus~on and commu- United States, regional rates of seismic acts
file at T = T., estimated by nications networks. The observations that ity are commonly estimated for hazards in

earthquakes base occurred in this region in eniginenrng purposes by application of ti
(c) c cap] "E(c)fl .1 (11) the past and that they are capable of produc- Gutcnabrg-Richater frcquency-maguiitude I

Z. C Aing structural damage over larger areas thsan B value relationship, logNc -A - 10
*The ith component of(c) is the centroid of their counterparts of sinmilar size in Califor where Nc is the cumsulative number

the ('PD for cl. Figure 3 shows that (c) is not earthquakes greater than or equal toa 3Part'
as good an estimator of the true profile as is ular magnitude, Af. The constants, A and
the profile whose ith cosmponent is the peak S P Neutiesko, Naios) Eaeri,.1o.S Irtin~ Cn are dctcmssncd primarily from the rates
value of the ith (PD For example, in Fig 3 ice. U.S Geologicai Survey. Duc-, COl so22s Occurrence of smaller maignitude cart
the ('FDa between 300 mn deep and 350 m G A BoIigmu U S G. ,, S- aW S,-)k quakes ad are used to estinmate the rates

M ect Obsee'sate, %,pn PgsssaI'ohs.lu nu-,os d e, o
deep have their peaks at the true profile, but Unscncv. Sieclshc.' VA 240ok occurrence of insfrequient larger mag1iit
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PoISO synthetics- for a variety of oceanic models and their
implications for the structure of the oceanic lithosphere
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SUMMARY
Po/So synthetic seismograms were computed for a variety of oceanic structures in
order to model data from an mb = 5.7 earthquake, recorded during the OSS IV
seismic experiment. Satisfactory modelling of Po/So waveshapes and frequency
content was achieved with no lateral heterogeneity, but with a small random vertical
heterogeneity in the mantle, superimposed on a mean velocity structure which is
consistent with seismic refraction data. The random heterogeneity in the P and S
velocities appears to be about 2 per cent with a scale length of 5 km. This kind of
heterogeneity is easily achieved by varying slightly the major mineral components in
either the pendotite or eclogite mantle mineralogy and can be another cause of
observed upper mantle anisotropy.

Using a step-function source time behaviour, our numerical modelling also

indicates that in the upper mantle Qp is roughly proportional to fo 22, rising from
about 450 at f = 1 Hz to about 800 at f = 15 Hz, and that Qs is roughly proportional
to fo I, rising from about 900 at f = 1 Hz to about 1800 at f = 15 Hz. A slight
decrease in Q5 from these values in any small zone of the upper mantle reduces So
amplitudes drastically and we believe this is why So is sometimes missing from
observed seismograms

The computed synthetic record sections were also used to examine the relation
between intrinsic Q and the apparent Q inferred from data in earlier studies.
Apparent Q was found to be lower than intrinsic Q below about 5 Hz and higher
than intrinsic Q above 5 Hz. When these differences are accounted for, the mantle

Q's of this study agree with the mantle Q's of Butler et al. (1987) to within 10 per
cent. There can no longer be any doubt that oceanic upper mantle Q's are very
large, above 5 Hz, and that Qs is about twice as large as QP

Key words: oceanic models, synthetic seismograms.

I INTRODUCTION Recognition and analysis of Po/So played an important
role in the understanding of plate tectonics in the sixties. An

Po and So are the high-frequency guided waves with long account of this can be found in Molnar & Oliver (1969). In
coda that travel with great efficiency in the crust and the fact, the anomalous propagation of Po/So across the
uppermost mantle underlying the world's oceans. They have mid-oceamc ridges and across the trenches was one of the
fairly constant first arrival speeds of about 8.0 and pieces of evidence which suggested that the uppermost
4.6km s

-
i, respectively. These phases, which were observed mantle is weaker at the ridge crests and at the trenches, and

as early as 1935 and whose exact mode of propagation has that the relatively stronger lithosphenc plates originating
not been well understood, have been called Pn/Sn, oceanic from the ridge crests spread away from each other and
Pn/Sn, or long range Pn/Sn over the past fifty years In ultimately subduer into the deep mantle at the trenches
order to avoid ambiguity between these well-defined arrivals (Oliver & Isacks 1967, Molnar & Oliver 1969)
observed in the oceans and the well-known Pn/Sn phases Since the first reported observations by Linehan (1940), in
observed in the continents, Walker (1982) proposed the the north Atlantic, Po/So has been found in the north,
names ocean P/ocean S or simply Po/So western and central Pacific, the Gulf of Mexico, the

235
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PhilippineSea and many other parts of the deep ocean Menke & Richards ,(1980) interpreted Po as JaMj of
basins References to most of these studies may be found in whispering gallery waves for models similar to th;se of
Molnar & Oliver (1969), Walker (1977), Talandier & Stephens & Isacks (1977).,All these efforts explaine, me
Bouchon (1979), McCreery (1981), Ouchi (1981), Ouchi, of the feaiur6 exhibited by Po/So in terms f" tieir
Nagumo & Koresawa (1981), Btbee (1983) and Butler velocities and.arrival,times., However none could suOcess.
(1986) It is now generally believed thatthese phases travel fully model the long coda duration that characterizes these
very, efficiently throughout the laterally homogeneous phases Gettrust & Frazer (1981) first used the reflectivity
geophysical provinces of the world oceans, such as the deep technique to correctly nodel the traveltime as well as the
ocean basins. However, their propagation is quite inefficient first 15-20 s of the Po wavetraihi up'to a distance of 900 kin,
across ocean ridge systems, trenches and island arcs, So far for a typical oceanic model obtained from seismic refraction
Po and So have been recorded at least to distances of 3680 studies in the Pacific. Though their computation was
and 3660km, respectively (Walker & Sutton, 1971). over-simplified, as they included only one free surface

PolSo phases are unusual in comparison to other seismic multiple, it matched the data well. Meake & Chen (1984),
phases. First, they are much more prominent, and have from their studies of acoustic wave propagation in a
much higher signal-to-noise ratios, than the direct P or S randomly layered medium, suggested that PoSo might
phases. Second, their frequency content is much higher than consist predominaantly of forward scattered coda off a
that of other phases. At 2000kn distance, the observed randomly layered mantle. Sereno & Orcutt (1985) used a
frequencies of Po and So are as high as 30 and 35 Hz, model similar to that used by Gettrust & Frazer (1981) and
respectively, and at 3300 kin, they are as high as IS and computed synthetics for both Po and So up to a distance of
20 Hz, respectively. Third, although So has a slightly higher 1000 km and a frequency of 6.4 Hz Their analysis of both
frequency content than Po, the former is often completely real and synthetic PolSo signals showed that multiple
absent and the Po wavetrain is usually much longer than the reverberations within the sediment and the water column
So wavetrain. Fourth, observations suggest that Po/So can explain many features of the Po/So spectra However,
velocities depend on lithosphenc age. An account of these all the conclusions of Sereno & Orcutt (1985) were based on
observztions may be found in Walker (1977, 1981. 1982, a single velocity model, the same model used by Gettrust &
1984), Sutton & Walker (1972), Walker et al. (1978), Frazer (1981) Moreover, Sereno & Orcutt (1985) did not
Walker, McCreery & Sutton (1983), Walker & McCreery try to match their synthetics with real Po/So data in the
(1985, 1987) and McCreery (1981). Recent observations also time domain or the time-frequency domain, A comparison
suggest anisotropic propagation velocities in Po/So of synthetics with actual Po/So data shows that the Gettrust
(Shimamura & Asada 1983, Shimamura 1984, Butler 1985). & Frazer (1981) model does not give the very long codas

Some attempts to explain the generation and propagation characteristic of Po/So. In more recent work, Sereno &
of PolSo have been made through qualitative studies and Orcutt (1987) improved upon the Gettrust & Frazer (1981)
quantitative computer modelling. The nearly constant model with a more appropriate frequency-dependent Q
propagation velocity and low attenuation of these phases led structure in the lithosphere to model Po/So data collected
scientists to regard PoSo as guided waves in the high-Q from the 1983 Ngendei Seismic Experiment in the southwest
lithosphere, overlying the low-Q and low-velocity astheno- Pacific. Their modelling showed that the characteristic
sphere (Shurbet 1962, 1964; Bath 1966; Oliver & Isacks shapes of PolSo spectra are due to water-sediment
1967, Molnar & Oliver 1969; Mitronovas, Isacks & Seeber reverberation. The modelling experiments presented in this
1969; Walker & Sutton 1971; Sutton & Walker 1972, paper (discussed below), indicate that although water-
Barazangi, Isacks & Oliver 1972; Hart & Press 1973; sediment reverberation is important in lengthening the
Talandier & Bouchon 1979). Kind (1974) used the Po/So coda, the fine-scale vertical structure in the oceanic
reflectivity method of Fuchs & Mller (1971) to generate lithosphere is equally important. The fine-scale hthospheric
phases similar to PolSo, simply by assuming that the lower structure homogenizes the Po/So coda in the time domam,
part of the lithosphere consists of alternating high- and spreading coda energy into the gaps between the
low-velocity layers. Fuchs & Schultz (1976) used the same water-sediment reverberations.
technique to explain that such phases could be generated if So far, there has been no oceanic velocity model that as
the lower part of the lithosphere consists of thin able to fit the observed Po/So wavetrain in the time
high-velocity layers and overlies a low-velocity astheno- domain, or in the tme-frequency display often used to
sphere Stephens & Isacks (1977) showed that the Earth's display PoSo observations Computer runs using more
sphencity creates an effective waveguide for SH above the realistic models than that used by Gettrust & Frazer (1981)
low-velocity zone of the upper mantle. They also showed and Sereno & Orcutt (1985,1987) up to much higher
that modes with group velocity maxima greater than frequencies and greater distances are required for this
47kms-i (the group speed of So) have substantial purpose. Unfortunately, the cost of computing such
displacements in the low-velocity zone for periods above synthetics is large even for stratified models, partly because
1.5seconds, but not for periods of less than this. They of the large source-receiver distances, measured in
suggested that this sphericity wavegaide permits high wavelengths, and partly because of the observed frequency
frequency propagation up to a distance of 4500kin dependence of Po and SoQ's L, is known that reflectivity
Mantovan et al (1977) earned out similar computations to codes can be vectonzed if the frequency dependence of
show that So could be generated both with or without velocities is neglected (Phinrey, Odom & Fryer 1988,
low-velocity zones and that in the case of models without Odegard, M E , personal communication) However, as the
low-velocity zones, the iater part of the So wavetrain Q, and the fall-off rate, of Po/So appear to vary with
samples structure as deep as the 420-km discontinuity frequency (Brandsdottir 1986, Novelo-Casanova & Butler
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1986, Sereno & Orcutt 1987) it seems desirable to take
account of the frequency dependence of seismic velocities. "
Recntly, Malheck & Frazer (1986,1988) showed hoIt "
reflectivity codes can be made to vectorize even when the ' ..
seismic velocities are frequency dependent. Applications of / \-their method to the modelling of marine seismic refraction '
data were given in Duennebier & Mallick (1985),

Duennebier et al. (1987), and Sen et aL (1988). In this paper ,, ,

their method is used to synthesize Po/So seismograms for a, ' "
variety of oceanic models for comparison with PolSo data
recorded during the OSS IV experiment (Cesssro & 'ARTHUAKE '
Duennebier 1987). .R U

2 A REFLECTIVITY CODE FOR ' (,.;;"
MODELLING Po/So " (' ,,,,

Computation of Po/So synthetic seismograms with present
hardware requires a relatively efficient reflectivity code The Figure 1. Location map for the OSS IV area, indicating the hole
factors which affect the speed of.computation are: and the earthquake locations.

(1) the reflectivity function must be adequately sampled
in wavenumber, in order to avoid distance aliasing on orthogonal horizontal 4.5 Hz geophone pairs, was clamped
transformation into the offset domain, about 20m above the basalt. During a period of 64 days,

(2) often a time series much longer than the signal of from 1982 September 11 to 1982 November 17, OSSIV
interest must be computed in order to avoid time aliasing, recorded 660 earthquakes, of which 59 were reported by the

(3) velocity gradient zones are often approximated by National Earthquake Information Service (NEIS) Many of
many thin layers, these earthquakes generated distinct Po/So arrivals. Fig. 1

The experience of many workers, reviewed and shows a location map of the OSS IV site. The data,
summarized by Mallick & Frazer (1985,1987), has shown originally recorded on analogue magnetic tapes, were later
that: digitized at a rate of 80 sampless - i. Fig 2(a) shows the

vertical response recorded by OSS IV from one of the(1) the use of a generalized Filon's method (e.g. Frazer earthquake events stated above This event was reported by
1978; Frazer & Gettrust 1984) for wavenumber integration NEIS: origin time, 1982 November 4, 09 29.53 2 Ut,
allows a larger step size in wavenumber, in, = 5.7, latitude; 44 045°N, longitude; 148.04'E, depth,

(2) the use of complex frequencies (Phtnney 1965) avoids 39 kin, best double couple, M, = 9 3 X 102 NPI: strike=
computing a time-series longer than the signal of interest, 204', dip = 190

, 
slip 50" NP2: strike - 66*, dip 760,

(3) the careful use of phase integrals in gradient zones slip - 103' The reported epicentre lies at a distance of 8 47'
enhances the computation speed without loss of accuracy (-941 kin) and at an azimuth of 274 9* from the OSS IV

Mallick & Frazer (1986,1988) have also shown that if the site. This data trace is of extremely good quality and many
* wavenumber loop is made the innermost loop and the of the numerical experiments described below were made in
c frequency loop is made the outermost loop, with the layer an attempt to model this Po/So trace. Since the recorded
c loop intermediate to these two loops, then reflectivity codes horizontal motions were cltpped and relatively noisy for this

can be efficiently vectorized on a CRAY X-MP system, even earthquake, as well as for the other earthquakes whose focal
when frequency-dependent velocities are used. The speed mechanisms solutions are reliably known, we restricted our
and efficiency of this type of code make it suitable for modelling to the vertical geophone response only In Fig

IS modelling Po/So wavetrains 2(b-f), this vertical response is replotted after filtering with
te frequency-domain Hannmig windows of 0-25 6, 0-12.8,
to 3 MODELLING OF PolSo DATA 0-6.4, 0-3 2 and 0-1 6 Iz see Malick & Frazer (1987) for
re RECORDED AT OSS IV the details of the Hanning window] This allowed us to
I) determine approximately the maximum frequency content

|'r In this section, we present a series of numerical experiments of the data and the frequency window within which Po and
its using the reflectivity code descnbed above. Our objective So are clearly observed A comparison of the raw data and
ch was to model the PolSo signal recorded from an earthquake the data filtered with different windows shows that there is
ise during the OSS IV seismic experiment. The details of this little energy above noise beyond 25 lIz and that 6 Hz energy
i seismic experiment have been reported elsewhere (see must be included in order to observe distinct So ,.rvals We

icy Duennebier Oi al. 1987; Cessaro & Duennebier 1987) but therefore computed synthetics for all the trial models up to
city are briefly summarized here for completeness 6 4 H7, convolved the computed response with the OSS IV

of The ocean sub-bottom seismometer (OSS IV) was instrument response function (Fig 3 shows the instrument
)8,, emplaced by -110 scientists at hole 581 C, following DSDP response function with formula), filtered with a 0-6 4 Hiz
the Leg88 The hole drilled through 356m of sediment and lanming window, and compared the results with the
sith about 22 m of basalt. The instrument package, which observed data filtered in the same way For the model which
iller consisted of a vertical 4.5 Hz geophone stack and two best fits the data up to 6 4 liz, synthetics were computed to
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Figure 2. OSS IV data filtered with different Haming windows, as indicated

higher frequencies. Unless otherwise specified, all the prior refraction studies in this area As very little
synthetics shown are scaled so that each trace has the samc information about Q was available at that time, Gettrust &
maximum amplitude. Frazer (1981) used a constant Qp of 5000 and Qs of 2500

We now review some earlier seismic velocity models for throughout the crust and lithosphere. Sereno & Orcutt
the area of the OSS IV site. The model used by Gettrust & (1985) modified the model of Gettrust & Frazer (1981) to
Frazer (1981) to compute Po synthetics was consistent with include different Q's for water, sediment, basement and

upper mantle. Their model will be referred to here as the
Gettrust & Frazer (Sereno & Orcutt Q) model, or simply

____ ._ _ the GF(SOQ) model. Asada & Shimamura (1976), from the
longshot seismic experiments, obtained a best-fit model for
the crust and the upper mantle of this area. This model is

02$ referred to here as the Asada & Shimamura model or the
AS model. Dziewonski & Anderson (1981), from the

0 einversion of seismic data on a global scale, obtained a
preliminary reference earth model (PREM), which is an
average model for the whole Earth. Finally, Duenneber e

/ al. (1987), studied the OSS IV refraction data and nearby
OBS data obtained from the Soviet airgun shots and

2 -10 obtained a crustal model for the OSS IV area (Fig 4). Even
the fine-scale features of the OSS IV model of Duennebier ei
al. (1987) were very strongly constrained by the data, and so

20 the OSS IV model shown in Fig. 4 is thought to be an
accurate model for the crust in this area. This model also

-30 - used a frequency-dependent Q structure, using a generalized
1 5 -10 20 30 Strick's power law with a reference frequency of I Hz,

FREWENCY (H) o=0.1 and c=0001. A detailed account of these
Ws) parameters may be found in Strick (1967,1970) and Mallick

& Frazer (1987). It was therefore thought reasonable to fix
I(J 1 the OSS IV model for the crust and to vary the mantle

ti-i -.dt ) ~ (" -26a-0, structures, from GF(SOQ), PREM and AS models, in our
,'Dal.oo35. r'OS, r=O00 prer,minary trials These three preliminary models areshown in Fig 5(a), (b) and (c) and a comparison of the

(el observed data with the synthetics computed using these

Firew 3. OSS IV instrument response function with formula (a) models is shown in Fig. 6 It can bc seen that none of these
Response in nine domain, filtered with a 0-15 Ifz Itanniag window, models generates enough So amplitude. Even though the
(b) response in frequency domain and (c) response-function velocity gradient in the PREM mantle was extended to great Figur
formula depth, there is not much difference between the Po coda asa f
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0.t .5 SC gives a longer Pa coda, but its traveltimes are inconsistent6, .. , with the data. The longer P0 coda obtained from the AS

_____________________________________ model suggests that the upper mantle structure given by this
-' ~ji~t~x--model may be more correct, although the velocities niust beDATA changed in order to match the traveltimes correctly. The2+ #GF(ISOO) relatively low amplitude ratio 01 So to Pa suggests that the______________________________ratio Of Q, to Q, in the lithosphere may be too~low in all

i AS three models. In all the above mo dels, a frequency4__________________ dependence of Q similar to that of the 055S IV crustal modelat was assumed, with Q,, and Qs c t60ad30respe .1vely, at the reference frequency of I Hz. In the ASFirr 6.OSSIV dta ompred ithsynheuc coputd m model, where there is a low-velocity zone, Q,. and Qs of 200m odue 6. 055 V A Sdaa cn rd ith, su tht ics o~m puted usinc and 10 0 , rT Se iv lY , w ere u sed w ith a sim ilar freq uencymodel Hz SQ.A n RM ptoamxmmfeauyo dependence '6.4HzIn the next modeling attempt the frequency dependenceobtained from the GP(SOQ) mantle and that from the remained the same, bat Qp and Qs were raised a. thePRISM mantle, with the indication that only the first few reference frequency to 1000 and 800, retpectively, except inhundred, kilometres of the mantle are involved in the the LVZ, weeQ.adQ eerie o60ad30prosgsionof a/S. Nithr tn G(S0) nr he respectively. After a few trials we obtained model NM-l,PREM mantle gives a long enough Pa coda, The AS model shown in Fig. 7, which improved the quality of the Po and
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So coda, a'4iough the agreement of data and synthetic is far thickness of each layer having random velocities, i e. the
from perfect The traveltimes of Po and So arrivals are vertical scale length of the randomness A random model is
reasonably good bet the Po and So codas from this moael generated from a given mantle background velocity model
are still far too small and too short in duration, by introducing thin layers with thicknesses equal to the

A possible explanation for the long coda duration of vertical scale length, and with velocities randomly
Po/So was first given by Fuchs & Schultz (1976) Their distributed about the mean given by the background model
computation suggested that such coda could be generated if velocities. When P- and S-wave velocities are random the
the lower part of the lithosphere consists of thin density is also expected to be random. However, any such
high-velocity layers overlying a low-velocity asthenosphere. randomness in density is expected to be too small to affect
Wenzel, $andmeier & Wilde (1987) explained the compleA, the computed synthetics Therefore, the density was not

S nature of the'seismic reflection and refraction data by using randomized.

0 thin random layers in the lower crust In order to improve The vertical scale length was finally fixed at 5kin after
ly upon the coda, we hypothesize that ,pper mantle velocities various scale lengths had been tried, and subsequently only

are random, with a certain standard deviation from mean the percentage of randomness was changed. To the model
Ze velocity-depth functions; this randomness is due to a NM-I shown in Fig. 7, d - per cet randomness was

ie variable intermixing of two mineral assemblages with introduced in the mantle, and the result is shown in Fig. 8.
velocities at the upper and the lower limits of the This gave only a small increase in the coda from that of the.nrandomness. Thia meansthat a uniform probability density equivalent non-random model. Fig. 9 shows the results of

function for velocity variations is more appropriate than a increasing the randomness to d = 2 per cent in model NM-1.
Gaussian distribution Furthermore, because temperature Although it still decays too rapidly, the Po coda of the
and pressure gradients in the mantle are nearly vertical, the synthetic now resembles the Po coda of the data to a much
scale length of mantle heterogeneity is likcly to be much greater extent. The So coda of the synthetic still contains far
larger in the horizontal direction than in the vertical less energy than the So of the data. Earlier modelling
direction Thus our model of the mantle consists of many experience, with non-random models, suggested that
thin horizontal layers, which behave like thin lenses, with changing the behaviour of Q as a function of frequency
aspect ratios greater than about fifty Technically the seismic could be used to improve the So amplitude. Changes in Q
response of such a mantle cannot be modelled with a that were uniform across the frequency band gave incorrect
reflectivity code because the code assumes the layers to be relative amplitudes of Po to So. Moreover, as mentioned
infinite in length However, scattering studies using random earlier, model NM-i does not give very accurate Po and So
layers (Menke 1983; Menke & Chen 1984; Menke, W., arrival times. Either model NM-I must be modified or we
personal communication) have shown that a surprisingly must begin with a different model that gives better arrival
small number of layers is needed before one random times. Inspection of the GF(SOQ) model (Fig Sa) and the
velocity process gives the same seismic response as another synthetics computed using this model (Fig. 6) shows that
such process This being the case, a reflectivity code may even though this model does not generate good coda, it does
safely be used to model the thin lens medium described give fairly accurate arrival times. The result of randomizing
above providing the vertical scale length of the heteroge- GF(SOQ) is shown in Fig. 10. The randomized GF(SOO)
neity, i.e. the thickness of the lenses, does not change with has good codas and arrival times. However, a careful look at
x To understand this point, consider the velocity function the record section plot, (Fig. 10b), reveals that the
beneath the source and the velocity function beneath the randomized GF(SOQ) mantle has a new phase, travelling
receiver In general their random components will be with a velocity greater than 85kms-. As this high-velocity
different, but, as both random components give the same phase is not present in the data, we rejected the GF(SOQ)
seismic response, lust one of them may be used at both the mantle and continued work on NM-I
source and the receiver and the same scismogram will still To improve the arrival times and amplitudes, both the
be obtained, mantle velocities and the Q structure of NM-I were

The probability density function used here for the random modified The resulting model is referred to as NM-2. The
component of velocity in each mantle layer is Q structure for NM-2 was taken from the recent

observational work of Butler et al. (1987) who used Po/So
if -V3 d , < V3 d data from the Wake Island array to estimate mantle Qp and

Vn 1 3d ' (1) Qs as a function of frequency. They found that mantle Q, is0 lu if I > 6V d roughly proportional to fo ' (f = frequency) and rises from

300 at 2.5 Hz to 1500 at 17.5 Hz Mantle Qs on the other
in which v, is the variation of velocity in per cent and d is hand was reported to be roughly proportional to fi ', rising
the standard deviation of the distribution p(vi) For from about 400 at 2.5 iz to about 3000 at 22 5Hz In order
example, if V, in a layer is 8.1 and a value of vu is drawn to treat frequency-dependent attenuation it is convenient to
from the distribution p(vl) then the value of Vp used in make use of some attenuation law, e.g. the absorption band
place of 8 I is law (Liu et al 1976) or Strick's power law (Strick 1967,
8 I + v,/100) 1970) and to choose parameters such that Qp and Qs come

out as desired. For example, Butler et al (1987) fitted an
* a As V, and V, are assumed to be correlated, the same value absorption band model to data from the western Pacific As
elotty at[ of v, is used for both Therefore two parameters are in our earlier computations, we used an extended Strick's
iythetcs supplied to the computer. (i) the standard deviation, d, power law and found that the choices o = 0 7, c = 0 001,

from the mean velocity value (in per cent) and (n) the and Q, = 300 (at f, 2 5 Hz) for P-waves and o = 1 1,
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8. Same as Fig 7, but now using the model NM-I whose mantle velocities have ben randomized with a standard detation of I per Figpt
cent and vertical scale length of 5 kin.

e - 0.001, and Qs - 400 (at f, - 2.5 Hz) for S-waves [see mean velocities rise gently with depth. The mean Vp rises that t
Mallick & Frazer, (1987) for the details of these parameters] from 8.1564 to 8 1807 km s- 1 over this depth range, whereas obser%
matched the observed attenuation curves of Butler et al. the mean V rises from 4.7144 to 4 7233 km s

- ', (The extra
(1987). The synthetic seismograms for model NM-2 with digits in these speeds are included for the use of anyone who The
d = 2 per cent randomness are shown in Fig. 11. The arrival wishes to compute the exact seismogram). Qp. and Qs are perfect
times are now improved and the Po coda is fairly good but frequency dependent in this zone Q1. is roughly the ott
the So coda has not improved at all. (This lack of agreement proportional to fo ", rising from about 450 at f = 1 Lz to Fig 12
with Butler's results is due to the fact that the Q's obtained about 800 at f = 15 Hz Q3 on the other hand is rot'ghly there is
by Butler el al 1987, are apparent Q's whereas our Q values proportional to f' "s rising from about 900 at f = 1 Hz to that thi
are Intrinsic Q's See Discussion section below ) After a about 1800 atf = 15 iz This zone of the upper mantle can vertical
long series of trials we obtained the best-fit model NM-3, be regarded as the lid of the oceanic lithosphere show t
shown in Fig. 12(a) with randomness, and in Fig. 13(a) (4) At around 60km below Moho, Vp and Vs drop to observat

without randomness. The synthetics in Figs 12(b) and (c) 8.0065 and 4 5796 km s-, respectively Q, in tIt Otf- White
were computed up to a maximum frequency of 15Hz. The varies from 100 at f = Ilz to about 180 at f= 15 Hz that com
essential features of model NM-3 may be summarized as whereas Qs vanes from 50 at f = I Hz to about 100 at which ki,
follows. f = 15tz. For P, this low.velocity low-Q zone extends Orcutt

down to 85 km, whereas for S it continues to 160kin below column
(1) The crustal velocities, densmities, Qp and Qs are Moho (see Fig 13a for details). Drilling

exactly the same as that of Duennebier et al (198-) (5) Below the LVZ, Vp and Vs increase gently with ecmentt
(2) Mantle velocities are random withd = 2 per cent depth, at a rate which is difficult to infer from the Pa/So hlgh.velo,

randomness and a 5-km vertical scale length. data. Q, and Qs in this zone seem to have a frequency inly b)
(3) From the Moho down to a depth of about 60 km, the dependence similar to that of the LID Modelling indicates layers mig
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per tMguc 9. Same as Fig 8. but here maiitle Velocities have becn randomized with a standard deviation of 2 per cent

M~ that the gentle gradicnt in this zone is required by the suggestcd that Pa/So might be generated by a randomlyas 
layered lower crust. In order to investigate these

tea Possibilities, we first computed synthetics for model NM3Yho The agreement of data and synthetic In Fig 12, white not with a non-random upper mantle These are shown in Figare Perfect, is significantly helter than the agreement in any of 13. We then introduced chert layers (V = 6km s-i,'.hty the other figureS Fig. 14 shows the data and synthetic of V . ms)o 0c hcns admydsrbtdatol Fig. 12c in the time-frequency domain and the agreement 2 per cent of the sediment To do this, the entire sedimentthere is zlso very good. While the modelling does not prove Column was first sub-divided into 5-rn thick zones. Each 5-rnto that the characteristic codas of Po and So are caused by zone was then divided into 50 layers, each having acan vertical heterogeneity in a high.Q upper mantle, it does thickness of 10 cm. Then, by generating a random numberto show that such a mantle is consistent with P0/So between one and 50, one tO-cm layer in each 5-mn zone waso bsratos randomly selected as a chert layer. Fig 15(b) shows theone While there are undoubtedly maykinds' of htrgniy computed snhtcseismograms for this model. Corn-at that contribute to Po/So coda waves it is of interest to know parison of Fig 15(b) with Fig. 13(c) indicates that Po/Soands ?whIch kinds of heterogeneity contribute the most. Sereno & coaarntcusdbsateigfmchtlyrswhnto Orcutt (1985) showed that the sediment and the water the sediment column.-lw column play a significant role in the generation of Pa/So The lowei crustal velocities were then randoniized with awit brilting results at hole 581 C suggest that the ocean standard deviation of Ofd 5 per cent To do this, each layer,/So ~tdmnsteecnan 2prcn hn(1cm) of the lower crust (see Fig 4) was randomized using theency hiagh-velocity cheri layers and, that if Po/So were controlled probability density function given by equation (1) TheQa m ily by the water column and the sediment, these chert synthetics for this random lower crust are shown in Fig; atS Yers might have a sigaificant effect on its coda Also, it was 15(c). Comparsion of Fig. 13(c) (non-random crust and
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- OELTA 7 8.50 (SEC) what happens to the Po/So coda if the model at the top of
. .2 . 200 the LVZ is terminated or the LVZ removed altogether?

Does the mantle randomness needed to account for the
(o) Po/So coda affect the waveshapes of long-penod body wave
(b) h lphases? What are the effects of errors in the focal

mechanism of the source and the time behaviour of the
(c, , source? How would our conclusions be affected if the data

were clipped? The calculations shown in Figs 15(d)-(j) and
(d) , .. .16 address these questions. Unless specified, the synthetics

shown in the following figures were computed up to a
(e) . , . . .- maximum frequency of 10Hz

) Figure 15(d) shows the computed synthetic seismogram
Mf Ij ""l up to 15Hz for another version (different set of random
(g) , . . layers) of the model NM-3 of Fig. 12(a) Since the synthetics

I.. of Figs 12(c) and 15(d) are nearly alike, it may be concluded
(hM , .... .0... that, for the calculation of synthetic seismograms, one

+* " choice of our random velocity is as good as another; in
(i) r,4.8 particular, then, the same version may be used for all

distances between the source and receiver.(0 ' " '" r Figures 15(e) and (0 show the effect of using vertical
_ _ __,._scale lengths of 2 5 and 10kin respectively and a

(k) ',Y' randomness of d-2 per cent, with model NM-3 A

comparison of Figs 12(c), 15(e) and 15(f) suggests that the
Figare 15. (a) OSS IV Po/So data. (b) Synthetic computed with synthetics computed with a 5-km vertical scale length of
non-random NM-3 mantle and with 2 per cent of the sediments randomness match the data better than those computed with
composed of randomly distrhuted, 10-cm thick chert layers (c) a vertical scale length of 2.5 km or 10 km Though the result
Same as (b), but with no chert in the sediment and a random d - 5 with a 2.5-km vertical scale length (Fig. l5e) is reasonable,
per cent lower crust. (d) Same as Fig, 12(c), but with another choice especially for Po, a 10-km vertical scale length (Fig 150
of the random mantle veloouies, (e) Same as Fig 12(c), but with a
vertical scale length of 2 5 km. (f) Same as Fig. 12(c). but with a gives a very poor match of the synthetic to the data.
vertical scale length of 10 km. (g) Same as Fig. 12(c), but with d - I Computations using these and other vertical scale lengths,
per cent randomness (h) Same as Fig, 12(c), hut with d -4 per not included here, suggest that the best estimate of vertical
cent randomness (i) Same as Fig 12(e), but the model is scale length is 5 : 15 kin. However, our estimate of vertical
terminated at the top of the LVZ with a homogeneous half-space scale length is based on modelling up to a frequency of
() Same as Fig 12(c), but the model here does not have any LVZ. 15 Hz. Since the data contain energy up to 25 Hz (see Fig,
the gradients above LVZ were continued through the mantle (k) 2), modelling to higher frequencies might have resulted in a
Same as Fig 12(c), except that the top 20kin of the mantle have lower estimate of the vertical scale length or possibly have
now a Qs slightly lower than Qp required a distribution of scale lengths Figs 15(g) and (h)

show results using model NM-3, with a S-km vertical scale
length and randomness values of d = I per cent and d = 4

mantle) with Fig. 15(c) (random crust, non-random mantle) per cent respectively Comparison of Figs 12(c), 15(g) and
indicates that Po/So codas are probably not generated by 15(h) suggests that a randomness of d = 2 per cent matches
scattering from vertical heterogeneity within the lower crust, the data better than d -1 per cent or d - 4 per cent

The fact that there is almost no difference in the although the result of using d -4 per cent (Fig 15h) is
computed seismograms presented in Figs 13(c), 15(b) and reasonable Computations using other randomness, not
(c), but there is a drastic improvement in Po/So coda in the included here, suggest that our best estimate of mantle
synthetics shown in Fig. 12(c), indicates that it is the randomness is 2 i d 4 4 per cent
heterogeneity of the upper mantle and not that of the Figure 15(i) shows the synthetic seismogram for model
sediment or the lower crust which plays the most significant NM-3, homogeneous below the top of the low-velocity,
role in the generation of the characteristic Po/So low-Q zone of the upper mantle, and Fig 15(j) shows the
wavetrains The crust and the water column lengthen the synthetic for the same model with the low-velocity, tow-Q
duration of PoSo wavetrams, but without mantle zone completely removed by continuing the lid velocity
heterogeneity these wavetrams still do not resemble the gradients down through the mantle. In both synthetics we
data The synthetics shown in Figs 13, 15(b) and 15(c) were used the same upper mantle randomness (2 per cent, 5 km)
computed up to a maximum frequency of 10Hz. as in model NM-3 of Fig 12 Comparison of Figs 12(c) and

The calculations discussed above indicate that a randomly 15(1) suggests that when the model is terminated at the top
layered mantle is consistent with our observatons of Po/So, of the LVZ, the quality of the Po coda is poor, but So does
coda, but many questions remain Do two processes of the not change significantly. Again, comparison of Figs 12(c)

h model same mean mantle velocity model generate synthetics that and 15()) sug.gests that when the LVZ is removed from our
are exactly alikec Are the Pc and So codas sensitive to the model by continuing the gradient down to greater depths the
value chosen for the scale length of the upper mantle agreement ot the Po synthetic with the data is significantly
heterogeneity? What effect does the degree of randomness degraded As the overall match of synthetics to the observed
have on the Po/So coda7 In our best-fit model of Fig 12, data is better in Fig. 12(c) than in Figs 15(i) and ()). it
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appears that we can neither terminate the model at the top example, in Fig. 15(k), synthetic seismograms are shown for
of the LVZ, nor remove the LVZ altogether, and still get a model similar to NM-3 of Fig. 12(a), except that in the top
the same synthetics as in Fig. 12. The LVZ is a necessary 20km of the mantle Qs is slightly less than Qp. The poor
part of the earth model for Po/So modelling, quality of the So coda in Fig 15(k) indicates that So is very

In order to investigate the sensitivity of our results to sensitive to Qs. A slight decrease of Qs in a small zone of
errors in the earthquake focal mechanism the stnke of the the lithosphere significantly reduces So amplitudes We
source was varied by ±5, and the dip of the source by :5. believe that this is the reason why So is often missing from
Synthetics (not shown here) for these four sources were seismograms
slightly different from the NEIS-supplied source. Since the
stereographic plot of our earthquake source and receiver 4 PETROLOGICAL INTERPRETATION
locations on a focal sphere (not shown here) does not
indicate that we are near a nodal plane, we do not believe In the previous section it was shown that Po/So can be
that the uncertainties in focal mechanism could strongly modelled fairly well when the mantle is taken to be
affect most of our conclusio..% regarding the mantle velocity vertically heterogeneous with a 2 per cent random velocity
structure and the Q. As the time function of this earthquake variation. Apart from this fine structure, our velocity models
is not known, a unit step was used as our time domain are not remarkably different from other velocty models of
source function. This gives a far-field wavefront with a the oceanic crust and lithosphere. The obvious question
6-function displacement behaviour. If, as seems likely, the therefore arises: how can we petrologically account for such
actual source were more complicated as a result, say, of a random velocity variation in the upper mantle?
multiple smaller events, then the effect would be to make Present knowledge on the composition of the upper
the coda of our synthetics slightly more dense and to mantle is based on two possible mineral assemblages: (1)
improve the agreement of the synthetic and the observation ptridotite and (2) eclogite. Constraints on upper mantle
in Fig 12. velocity, anisotropy and density, from observations in

Finally, the similarity in synthetics up to 0.2 Hz computed ophiohte complexes and kimberlite pipes, tend to favour the
with the non-random and randoin versions of NM-3 shown in perdotite upper mantle composition over the eclogite (e g.
Figs 16(a) and (b), respectively, shows that the randomness Ringwood 1975). On the other hand, observed velocity
required to explain the Po/So coda does not significantly jumps at the 400-km seismic discontinuity and the nearly
affect the shapes of long-period body waves. isotropic behaviour of the upper mantle below 220 km are

The Po/So data used in this study were carefully tested better explained by an eclogite assemblage (Bass &
for signs of hard clipping and soft clipping but no evidence Anderson 19g4; Estey & Douglas 1986) Controversy still
of clipping could he found. However, to see how unknown exists regarding the possible composition of the upper
clipping would affect our conclusions, look again at the mantle and we therefore consider each of the above two
comparison of synthetic with observation at the bottom of compositions separately. The calculations in the following
Fig. 12. If we had clipped the high amplitudes off the paragraphs are based on isotropic (randomly oriented
synthetic and then resealed It so that its maximum minerals) velocities of peridotiltic and cclogitic mineral
amplitudes were the same as the observation then Po and So assemblages; however, our conclusions on mantle random-
codas of the synthetic would be larger and denser and decay ness would be the same it each assemblage were anisotroplc
more slowly In short, the clipped synthetic would resemble due to preferentially oriented minerals
the observation much better than the unclipped synthetic. Peridotite is mainly an olivine- and orthopyro'ene-
We conclude that the effect of unknown clipping would be bearing rock with some garnet, chnopyroxene and other
an increase in the apparent randomness, and that the correct minor constituents A typical mantle composition, garnet
degree of randomness is within the error bounds of our Iherzolite, is 57 per cent olivine, 17 per cent orthopyroyene,
estimate, 2 < d 4 4 per cent. 12 per cent chnopyroxene (diopside) and 14 per cent garnet

If the characteristic Po/So codas are caused by a vertically (Bass & Anderson, 1984). Using the P- and S-wave
heterogeneous upper mantle then Po/So data give an velocities of these minerals for typical upper mantle
estimate of this heterogeneity, not in a deterministic sense conditions by extrapolating the experimentally determined
but rather in a statistical sense of standard deviation in curves in fig. I of Bass & Anderson (1984), the above
percent, from a mean velocity-depth function. Both Po and composition yields P. and S-wave velocities of about 8 0 and
So contain direct as well as converted forward scattered 4.59 km s' respectively. If we now use a composition of 57
phases off the randomly layered mantle. For Po, P to S per cent olivine, 10 per cent orthopyroxene and 33 per cent
converted arrivals tend to stretch the coda to longer garnet, which is still a valid peridotitic composition, garnet
duration For So, on the other hand, S to P converted harzburgite, and follow a similar procedure, we get P and S
arrivals tend to shorten the coda duration. As a result, on velocities of about 8 3 and 4.8 km s-1 respectively. These
the seismograms, it is expected thdt Po will have a longer two sets of V, and Vs are, respectively, 2 per cent lower and
coda duration than the So (this is usually the case, even higher than our mean velocities of 8 1654 and
though this is not indicated by the data we have modelled). 4.7233 km s-1 Therefore for a perdotite upper mantle, a 2
In order to match the observed Po and So amplitudes per cent variation in Vp and Vs can easily be achieved by
satisfactorily, it was neceosary that, in the mantle, the varying slightly the relative proportion of its constituents
frequency-dependent Qs be higher than Qp Thus it is not Eclogite is a garnet-clinopyroxene-bearing rock with
surprising that the So signal contains higher frequencies than some olivine and orthopyroxene and other minor minerals
the Po signal. Our modelling experiments also suggest that A composition which may be typical of upper mantle is
the So coda is very sensitive to Q, in the mantle As an olivine 16 per cent, orthopyroxene 3 per cent, garnet 37 per
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3r cent, diopside 23 per cent and jadeite 21 per cent. Following I -0ELT 21 / 0 SECI

)p the procedure described in the previous paragraphs, this 0 sco 200
composition yields V,=.16kms

- t and Vs=4.72kms
-
i

ry under the conditions of the upper mantle. If this

of composition is changed to olivine 16 per cent, or-
thopyroxene 3 per cent, garnet 30 per cent, diopside 30 per

,mn cent and jadeite 21 per cent then Vp and Vs drop by 2 per '0,0.cent, whereas if the compositin is changed to ohvine 16 per

cent, orthopyroxene 3 per cent, garnet 44 per cent, diopside
16 per cent and jadeite 21 per cent, then Vp and V rise by 2 _-----_

be per cent.
It can be seen that randomness in mantle velocities is

be easily achieved by slightly varying the mineral composition 2 0.
ity of either a peridotite or an eclogite upper mantle model. -
els Such a variation is quite probable (Anderson, D. L ,
of personal communication). Conventional seismic methods - .

ion used so far in the study of the structure of the upper mantle '
ich will fail to detect this fine-scale structure because of their

relatively low resolving power. '001
per It is generally believed that upper mantle anisotropy is -------

(1) due to preferentially aligned olivine and orthopyroxene .
itle crystals. Can the random layering, suggested by our studies, . I

in be another cause of upper mantle anisotropy? A method for " '--
the the calculation of long-wavelength anisotropic elastic 20001 -'-.... .. .
e.g. constants from periodic sequences of thin isotropic layers
city was given by Schoenberg (1983). The most anisotropic Figure t6. Synthetic seismograms up to a frequency of 02Ha using
arly version of our random mantle model that is possible with a 2 (a) non-random model NM-3 and (b) random model NM-3
are per cent standard deviation is a periodic sequence of two
& thin layers having velocities 2N/3 per cent less and 2X3 per
still cent more, respectively, than the mean mantle velocities 60 to 200 km below the Moho. Descriptions of the LVZ can

3per Calculations following Schoenberg (1983) indicate that this be found in Dorman, Ewing & Oliver (1960), Burdick &
two maximum anisotropy is about 0 2 per cent and that to obtain Helmberger (1978), Given & Hetmberger (1980) and Bott

wing the long-wavelength anisotropy of 2 per cent observed by (1982). In view of the above, the model NM-3 does not
nted
iedrl Anderson & Regan (1983), it is necessary to have a contradict what is normally observed globally The only
lera randomness at least as high as d = 6 per cent in the upper departure of the model from more standard earth models is
Ions- mantle. As noted earlier, our best estimate of mantle the upper mantle randomness, required to explain the

randomness is 2,,w d E; 4 per cent. Using a similar procedure Po/So coda As we have seen earlier (see Fig 16), the

,ene- with d - 4 per cent randomness, the maximum anisotropy is long-period waves used to obtain the structure of the Earth's

ther about 1 per cent Thus the random layering required to deep interior would fail to detect such fine structure except

arer satisfy Po/So observations also contributes to upper mantle indirectly as an apparent transverse isotropy However

ent, anisotropy in a small but significant way. Po/So waves, because of their high frequency content, are

amet able to directly sense this detailed structure
wave 5 DISCUSSION 'The fine-scale vertical variation in mantle velocities can be
anti different at different ranges, but if the statistics of the

nined In the previous sections, it has been shown that the Po/So variation are iange independent then a single version may

ibove can be well modelled using an upper mantle with a small be used for all ranges The error inherent in this procedure

0 and random component of velocity. We have also noted that is the lack of scattering from one ray parameter into

of 57 such randomness in the upper mantle is petrologically another Rays travelling near the horizontal in a mantle

cent feasible, either from a pendotite or an eclogite mantle containing thin-lens heterogeneities will be deflected away

;arnet mineralogy Our model NM-3, which gives the best match of from the horizontal into lower values of ray parameter and

nd S the synthetics to the observed data is characterized by a non-minimum time paths These deflected rays, and the

These high-velocity, high-Q lithosphere with a gentle gradient in energy they carry, are missing from all our synthetics. Their

tr and the P and S velocities, followed by a low-velocity, low-Q absence may be the reason that the codas of the Po/So

and zone, followed by a high-velocity, high-Q mantle (Fig. 13a) synthetic in Fig. 12(c) fall off more rapidly than the codas

e, a 2 While the LVZ for P-waves extends from 60km below is the data trace Also, a 3-D scattering structure might

ed by Moho down to about 85 km, for S-waves it continues further produce the same amount of scattered energy with less than

ats. down to a depth of l&I km below Moho It has been a a 2 to 4 per cent velocity variation.
with common observation from surface-wave studies and other In all our computations a unit step was used as our time

serals. studies that there exists a global LVZ below the oceans and domain source function. This gives a far-field wavefront with

tile is sometimes below the continents, and that this LVZ is a delta function displacement behaviour But, it is likely that
37 per generally better developed for S-waves than for P-waves It the time behaviour of the actual source is far more

has also been observed that this zone is usually present from complicated How will such compliaited source-time
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behaviour affect our conclusions? If the source duration is RANGE ,w,
about 1-5sa long, such a source wilt make the coda of our sa o e m
synthetic slightly denser, which wilt improve the agreement
of the synthetic with the data. If the source duration is
10-30s long, then the Po/So coda will be long even if the
mantle is smooth. Near-source observations on land using
short-period instruments indicate that the source duration at
high frequencies can sometimes be as long as 30 s. Although K
source complexity and near-source scattering undoubtedly
make some contribution to Po/So codas, this contribution
must be small in comparison to the contribution of
scattering effects along the path of propagation If source
complexity were the dominant effect then Po and So codas ____o

would not exhibit the characteristic build-up and decay rates
observed for many different source mechanisms in different
regions of the world (Brandsdottir 1986). Furthermore if
PoiSo codas were due largely to source complexity then the
coda build-up and decay rates would not decrease with
increasing source distance, which they are observed to do.

Another point which must be noted regarding the '-
behaviour of the source is its spectral characteristics In all b) c
our computations, we assumed that the far-field amplitude
spectrum of our earthquake source was flat within the band a .. . . am o .... o ,o -o

of interest. However it is known (see e.g. Kasahara 1981) RANGr , (k,) RANG ,
that the amplitude spectrum of an earthquake source is fiat Flpre 17. (a) Envelope functions for a frequency f 2 Hz,
only below a certain frequency, known as the corner computed from the record section of Fig 12(b) The lines
frequency (Brune 1970), Beyond this corner frequency the correspond to the arrival times for 8.1 and 4 7kms

-
i group

amplitude spectrum decays rapidly with increasing fre- velocities (b) In (A) versus r plot, where A is the amplitude and r is
quency, This behaviour of the source will affect our the range, for a group velocity of g kms

-
' (c) Similar to (b) but

estimates of Qp, and Qs as functions of frequency. Because for a group velocity of 4 7 km s-'
of the corner frequency effect, the source used in our
computations probably contains more energy at higher
frequencies than the actual source. As a result, the Q's 8r1 a Fig 17(a) correspond to group veloces of
which give the best fit of the synthetic to the observed data 8 1 and 4 7 vm s' To estimate the amptudes correspond

will be lower than the true Q's for frequencies above the tg to different grsp o
corner frequency and larger than the true Q's for averaged at each range over ten samples centred around the

frequencies below the corner frequency. At first glance, this sample umber closest to the arrival time of the particular

appears to explain why our estimates of Q are higher, at low group velocity Having obtained the amplitude, A, as a

frequency, and lower, at high frequency, than those function of range, r, and group velocity, v, for a frequency,

obtained by Butler etal. (1987). However, our estimates of f, we used the relation A uexp (-zrfr/Qv) to compute the
Q, when corrected for a corner frequency of I Hz, appear to apparent Q for that group velocity and frequency from the

be much higher, at high frequency, than those obtained by slope of the In (A) versus r plot (Figs 17b and c) To

Butler et aL. (1987). In fact, these differences are well estimate Q, we averaged the Q values from group

explained by companng the apparent Q's of our synthetic velocities in the range of 8 2-7 5 km s' and to estimate Qs,
record sections with the apparent Q's measured from data we averaged the Q values from group velocities in the range

by Butler etal. (1987). of 4.8-4 6km s'. Comparison of our estimates of apparent

Although many researchers have believed that the Q, and Qs with the intrinsic Qt, and Q, used to compute

apparent Q's estimated from the data are close to the the record sections indicates the following
intrinsic Q's, it has never been established that this is indeed (1) For all models, apparent Q's and intrinsic Q's vary
the case As for each model we always computed a full together, that is. apparent Qp and Q, increased when the
synthetic record section out to offsets of 2000km (e g Fig. intrinsic Qp and Qs used in computing the synthetic
12b), instead of a single seismogram at the distance of seismograms were increased
interest, we were able to estimate apparent Q's from our (2) For the best models, such as model NM-3, apparent
synthetic record sections and compare these apparent Q's Q,. and Qs are lower, below f = 5 Hz, and higher, above
with the intrinsic Q values used to compute them To do f=5Hz, than the itrinsic Q,. and Qs of the lid For
this, we corrected each record section for geometrical example, at 2Hz QfP= 2Qp" and QsW = Qs, On the
spreading, filtered the spreading corrected record section other hand, at 12 Hz. Q,'P = 2Q and Q'P = t 3Qs

"
'

with a narrow-band Hanning window centred at the (3) Apparent Qp and Q, estimated from our best model
frequency of interest, and then computed the envelope NM-3 (Fig 12) agree with Qp and Q, obtained by Butler el
function of the filtered output (Fig 17a) Next, the al (1987), to within 10 per cent throughout the 2 to 12Hz
amplitude of the envelope was estimated as a function of band Where differences approached 10 per cent our Q's
range for different group velocities For example, the lines were higher
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Not surprisingly, our results indicate that apparent Q is not conversations about Po/So, and to Don Anderson for
intrinsic Q. The fact that the apparent Q's obtained from helpful discussions of mantle velocities and their variability.
our best model NM-3 agree so well with the Q's obtained by Rhett Butler, Fred Duennebier, Joe Gettrust, John Orcutt,
Butler et al. (1987) suggests that our intrinsic Q values are Paul Richards, Tom Sereno, and an anonymous reviewer
probably correct, gave many helpful comments on the original manuscript.

This last point is important, for without a relation Development of the software used in this project was
between intrinsic and apparent Q our conclusions would be supported by ONR. The computations were earned out at
based on the analysis of a single seismogram For example, the San Diego Supercomputer Center with support from
in our best model, NM-3 of Fig. 12(a), if we change the NSF contracts EAR 85-18146 and EAR 86-07460. The gap
mantle C, and Qs so that the relative Po to So amplitudes between submission and acceptance dates is the respon-
are preserved, then we may still get a good fit of the sibility of the authors, not Gil, nor the editor, whose
synthetic to the data for a model with a completely different patience is gratefully acknowledged. Hawaii Institute of
Q structure than that of model NM-3. To see this in more Geophysics contribution no. 2201.
detail, note that the amplitude ratio Ap/As, for P- and
S-wave displacement fields at a range r and at a frequencyf" REFERENCES

is given by Anderson, D. L & Regan, J,, 1983 Upper mantle amsotropy and
Ap, 'i the oceanic lithosphere, Geophys. Res Let., 10, 841-844.
A, - exp [-f - , (2) Asada, T & Shimamura, H.. 1976. Observations of earthquakes
Aher , anand explosions at the bottom of the Western Pacific. structure

wrc V e and Vs stand for the P. and S-wave velocities, of oceanic itbosphere revealed by longshot experiment, AGU
respectively. In order to have Ap,[A s constant at a range r, Geophys Moo., pp. 135o153, eds Sutton, G H ,

so that we get the same Po/So amplitude on our computed Manghnam. M H & Moberly, R , AGU, Washington. DC
seismogram, we must have Bass, J , & Anderson, D. L , 1984. Composition of the upper

mantle: Geophysical tests of two petrological models, Geophys.
SI I Res Lett., 1I, 237-240

Iz.P-I -s constant, (3) Bath, M , 1966. Propagation of Sn and Pn to teleseismic distances,
| osPart appl. Geophys , 64, 19-30.

up which means Barazangi, M., Isacks, B. & Oliver, J., 1972 Propagation of seismic

is waves through and beneath the lithosphere that descends under
Q dQ (4) the Tonga Island Arc, J. geophys Rea , 77, 952-958.t3 dQ (4) Bibee, L, 1983. Propagatian studies in the West Philippine Sea. A

long line refraction experiment; Ocean Acoustics Program
assuming a Poisson solid with VplVs, VF3. Thus, from our Program summary for FY82, ed Mckisc, J. M , 8-89,
estimates of Qp and Qs, we can generate a new set of Qu, Environmental Sciences Directorate. Office of Naval Research,

'd- and Qs from equation (3) above and still preserve the rela. Washington D C
'as tie PoSo amplitude at our distance of interest. When we did Brandsdtir, B, 1996 Precise measurements of coda buildup ad

tie this by cutting Q in half, and adjusting Qs in our model decay rates of western Pacific P, Po and So phases and their
relevance to lithosphere scattering, MSc thesir, Oregon State[at NM-3, the computed synthetic (not shown here) did not University, Corvalis, Oregon

a agree as well with the data in Fig. 12(c). Although It is Bat, M H P., 1982 The interior of the earth is structure,
yl
y  

possible that some other set of mantle velocities and Q constution and evolution. Elsvier, Amsterdam
structures would model our single seismogram, we have not Brune, J N, 1970 Tectonic stress and the spectra of seismic shear

he been able to find other structures that give record sections waves from earthquakes, J geophys Res, 75, 4997-5009.
17o whose apparent Q's agree so well with Butler et al.'s (1987) Burdick, L J. & Hl-lmebrger, D V , 1978 The upper mantle P
up measurements of apparent Q Nevertheless, in order to velocity structure of the western United States, I geophys
as, improve upon our estimates, it would be desirable to Res, 83,1669-1712
ge directly model with synthetic seismograms the same data set Butler, R., 1985 Amsotropic propagation of P- and S-waves is the

tont used by Butler et al That data set was gathered in 1981 by western Pacific lithosphere, Geophys I R astr Soc, 81,
ate Walker & McCreery (1987) using a 1500-km linear 89-101Walkrh Mr ery (1987) a using a,) 1500-km lhear Butler, R, 1986 Regional seismic observations o the Ontoug Java

hydrophone array and a magnitude (in.) 6.6 earthquake at a plateau and east Mariana Basis, Mar geophys Rea , 8, 27-38
try distance of 2740km from the nearest array element The Butler, R , 1987 A seismic absorption band in the western Pacific
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for the analysis of this larger data set, for the reason that Butler, R. McCreery, C S , Frazer. L N & Walker, D A , 1987tiC 15-Hz synthetic seismograms are far more economical to High frequency seismic attenuation of oceanic P and S-waves

Im compute for source-receiver offsets of 1000ikm than for in the Western Pacific, J geophys Res, 92, B2, 1383-1396

ve source-receiver offsets of 3000 km Modelling of this larger Cessaro, R K & Duennebier, F, 1987 Regional earthquakes
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Maximizing Matched Field Processing

Output Used in a New Approach to
Ocean Acoustic Tomography
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Abstract: A new approach to ocean acoustic tomography uses matched field processing for
narrow band, low frequency sources distrtbuted around the region perimeter and detected on

widely distributed vertical arrays A key component to the success of this new approach is

n algorithm to compute "the global maximum" of the processor outputs over the very large

set of candidate envionments In this paper we present an algorithm based on the "back

propagation" algorithms used ia medical tomography but modified to allow for non.uniform

values along each source-receiver path and weighted according to the length of the path

segment of interest, Computational results to date show that the algorithm can result in very

accurate and efficient tomographic solutions but can also stall unpredictably.

1. INTRODUCTION

Ocean acoustic tomography is a technique involving the tansmission of ,coust,

fields through an ocean region and subsequently inferring the 3-D sound-speed profiles of

the region by examining those fields. Over the last decade ocean tomography experiments

have shown that examination of the acoustc multipath arrivals interpreted in terms of ray

theoretc models can be highly effective (Munk and Wunsch, 1979; Behringer et al, 1982;

Coruelle et al. 1989). However, such an approach requires "high" frequency signals
(above 100 Iz), and so results will be degraded by such factors as uncertainties in the

source/receiver locations. internal waves and tides, rough surface scattering, etc. The

measurement process itself can be extremely aime-consuming requiring weeks at sea to

navigate the perimeter and send signals through the region In addion, the use of high

frequencies which attenuate rapidly as a fuacnon of range limits the size of the regions which
can be sampled More generally, working with data in the time domain requires high tne

resolution receivers to disnguish asrvals and to detect changes in those .rivals which result



I from sound-speed variability. Our new technique e"amines interference patterns across

vertical arrays of hydrophenes for single frequency (not nte domain) low frequency data

(0-30 Hz) modeled by highly accurate normal mode methods. The sources will be
explosive shots dropped from an airplane flying around the pertmeter, and so experimental
uie will decrease from weeks to days The new technique will effectively transfer the
burden from intense oceanographic surveys to intense computer demands

2. APPROACH

The essence of the new approach is to find the family of sound.speed profiles wh-'h
maximizes the matched field processing (MFP) power computed for each vertical arrav
receiving signals from the known shot sources. That is, signals received at the arays arce
cross.correlated with modeled signals which have propagated through candidate
environments, and we seck to maximize those correlauons. If the problem is propel 2
posed, i e , if we impose sufficlu',t constraints, then the maximum MFP power will occur
only for the true environment. (See Bucker, 1976. and Fiell, 1987) for details about MFP.)

The first stage of the process is to characterize the environment m as few parameters

as possible. Oceanographers have developed a method for denying efficient basis functions,
known as empirical othogoral functions (EOFs), from measured data (Davis, 1976)
Consequently, an ocean region might be vety accurately described in term of only 2 or 3

EOFs. The simulated "double eddy' environment and their associated (modified) EOFs used
for the results in this paper are described in detail in Tolstoy et al., 1991.

The next stage as to grid the ocean region into cells where each cell corresponds to
one sound speed profile, i e, 2 or 3 EOF coefficients We also need to consider the

geomety of ou problem: how many vertical arrays will %e use and where will we deploy
them? how many sources will we use and where will we drop them? For the results to be
discussed here we will use four vertical arrays and 36 sources distrbuted as shown is Fig

1. Each array will have 28 phones spaced at 37.5 to for processing 20 Hz signals The fst
phone will bejust below the surface of the water and thus span the upper 1000 r of water
where all the sound.speed variability is found. We assume that the sound.speed profiles at
the source and army cells have been measured and their EOF coefficients are known. The
complete values of the dominant EOF coefficients are shown is Fig 2

Finally. %ue need an algorithm to perform the inversion, i e., to compute the

unknown EOF coefficients which maximize the MFP power at the array for all the source

signals
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3. THE ALGORITHM

First, we initialize oar algonthin with a simple test environmsent In particular, we
20f 5 will assume that we know the rage of possible values for the EOF coefficients through-out

our region and then ute their tnld-raage values as a first estimate for all the utxkaown values
(tee Fig. 3). We know that this estiate it not very good because the WFP power computed

at each array foreachasource isvery low. InFig. 4wese a plt of MFP power Ps for ech

Let Ps(ij, P2(i,) denote the truteEOF coefficients foe the ij~h cell Consider theith
cell, and iterate troiga all possible values of the EOF coefficient 01i Let P,*(j) denote the
maximam power found for the path from souree s to array r intersecting the ijth cell (all other
coefficients along the path sre fixed). t e.,

Let P~s)be the correspoading coefficient, and Ars(tj) be the length of the path through the

cell. Then, define the new coefficient estimate by

a function of rnge and LI~ 5 i~~i~I

-re theure are located) tj- 2 i)

Net., consider 2 and repeal the procedure. Tnen, proceed to the next cell When all cells
have bee processed (one sweep), repeat from the first cell (note that all the cells otay have
cbatriged their coefficients and so path contributions front the non ith~ cell will have changed)
Fora the results presented here, the process was stopped whentshe total power Pitat losP',

was no longer increasing.

For te examaple discussed, we obtained excellent results for 31 sweeps with a
maximum sound-speed error everywhere of less than 0.2 m/sec Hlowever, there were other
trayconfigsarationa for which the algorithm stalled, i e stopped before giving good

results. So. we also considered variatins of the algonithm by selecting the P* (Oj) whch
nimplymnaxirnaze.4!nPsAis, X1risArs, or L5 Pf&5 In general, we found that these
variaons somttasses improved results over the original but sometimes did tt and were
also prone to, stalliag

4. CONCLUSIONS
)0u tss 400 We conclude that efficient characterization of the environisent, i e .through the use

of (imdified) empenicul orthogonal functions, plus careful source/array geomsetry, can result

yr I for each source s in highly accurate estimates of the 3-D sound speed environmient (Fig 5)
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In particular, we saw that 4 vertical arrays spanning the upper 1000 ni ofwater anJ
placed in the interior of the region of interest with shots disibted every 25 km along the
perinteter resulted in maximtuims errors less than 0 211Vsec for our 250 km per side square

region and for the frequency 20 |lz Iloever, the algonihnm and variations on it developed

for the inversion can stall We are presently orking to find a remedy for thin shfficulty
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SEDIMENT Q# FROM SPECTRAL RATIOS OF CONVERTED SHEAR
REFLECTIONS
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ABSTRACT. Spectral ratios of the basement-converted shear reflections PS and PSSS on
refraction seismograms are used to estimate the sediment shear quality factor Q'. The
spectral ratio method is tested on a variety of synthetic seismograms computed using the
constant-Q dispersion relation of Kjartansson (1979). Q# estimates from synthetic seismo-
grams were within 15% of the true Qp for all sediment models tested, both in the presence
of added noise, and with the use of a complicated source function Tests on synthetic seis-
mograms computed from realistic sediment models, composed of alternating layers with
high impedance contrast between them, indicate that apparent attenuation due to intrabed
muhliples is not a significant loss mechanism between 5 and 15 Hz. The method is applied
to 9 Nz horizontal component airgun-OBS refraction data collected over 356 m of primarily
high-porosity biosiliceous clay in 5467 m of water near 44N, 160'E. Effective QO for the
sediment column was found to be 107 ± 15 (a = 0.255 ± 0 03 dB/A) at 9 Hz.

1. Introduction

The importance of sediment shea parameters on a, oustic propagation loss in the ocean
has been identified by several st lies (e g Vidmar, 1980, lughes et al, 1990), Direct
measurement of sediment shear attenuation parameters has been limited by the lack of sat-
isfactory ocean bottom shear sources and by problems in ocean botlm seismometer (OHS)
design (Sutton and Duennebier, 1987) Here the shear source problem s circumvented by
analysing converted shear reflections from the top of the crust (basement) observed on OHS
horizontal component refraction seismograms

The OBS data used in this study were obtained in conjunction with the OSS IV Exper-
iment on DSDP Leg 88 near Hole 581C The data were recorded by an Hlawaii Institute of
Geophysics isolated sensor ocean bottom se,-.mometer, OHS Y-220, from a large (30-liter)

airgun towed by Soviet research vessel Dimitri Mendeleev at a depth of 20 m Sngle-channel
reflection data show pelagic sediments smoothly draped over ocean crust with a 2-way travel
time of about 0.35 n Holes drilled at Site 581 encountered roughly 350 in thick continu-
ous pelagic siliceous clays with occasional chert bands becoming numerous near basentent
(Duennebier et al., 1987)

The P + S travel time through the sediments is about 2 00 ± 0 02 s obtained from the
361

J 4f lovem el al leds) Shes, Water is Marine Sedmenis 361-36S
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PS reflection on the horizontal data (Figure In) The time and distance constraints give an 3.
average sediment compressional velocity F. of about 1.7 km/s and an average shear velocity
F of 0 20 ± 0 01 km/s The identification of the PSSS multiple shear reflection (Figure
Ia) was the motivation for this study The spectral ratio method was used since the PS ar
and PSSS reflections are observed for the same source and receiver, and the shear paths cc
are virtually the same. When the ratio of the amplitude spectra of these phases are taken, Th
source and receiver effects cancel. ant

' PSSS

wh.
Cieit ocean sufface inti
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Figure I (a) Horizontal component OBS refraction data reduced to 2.25 km/s with travel- effe
time curves for the water wave WW and the PS and PSSS reflections for a 1-layer average I
sediment model (b) Raypath diagram for the PS (dashed) and PSSS (solid) reflections at t

:eng
oIly

2. Effective Attenuation metl

Attenuation measured from field data is termed effective attenuation (cs) as it includes 4.
contributions from both intrinsic (at) and apparent (CA) attenuation This can be expressed
in terms of a or Q as

S
as = Of l CA or Qt= Qt I+Ql () obsel

in se
Either Q4 or QA may be frequency-dependent. In-situ measurements indicate that QF is to h
frequency-independent in the seismic band (Kanamori and Anderson, 1977). (197i

Some attenuation mechanisms to account for intrinsic losses were presented in Toksoz A
and Johnston (1981). Intrinsic a is attributed to friction mechanisms and frame anelasticity ratio
while apparent OA is the amplitude decay of a seismic pulse resulting from the scattering
of energy by heterogeneities such as microbeds (O'Doherty and Anstey, 1971, S,hoenberger
and Levin, 1978, Menke, 1983). In apparent attenuation, energy is redistributed to other
parts of the coda unlike al where energy is removed from the coda However, its affect On
spectral content is difficult to distinguish from intrinsic losses
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Che time and distance constraints give an 3. Spectral Ttatlos

it 1 7 km/s and an average shear velocity
PSSS multiple shear reflection (Figure The spectral ratio (SR) method uses the ratio of the amiphtude spectra of different

.ral ratio method was used since the PS arrivals to estimate Q Variations of the spectral ratio method have been used by Jacobson
source and receiver, and the shear paths et al (1981) and Jannsen et al (1985) to determine compressional Q. in marine sediments

plitude spectra of these phases are taken, The amplitude spectrum of a vertically traveling signal multiply reflected between z = z.
and at z = zi (Figure Ib) is given by

SIAI(w)I = 
jAo(w)G(z)RI exp[-2a(zi - z)I

.SS where G(z) is the geometrical spreading and R contains reflection and transmission coeffi-

cients, assumed independent of frequency. In this case zo is the depth at the water/sedliment
ceansurface interface and zs is the depth at the sediment/basement interface. We use a vertically in-

cident converted shear phase at zo as our reference amplitude An(w) corresponding to the
WATIO PS reflection (the dashed raypath in Figure lb) while Ai(w) corresponds to the PSSSS WE I- reflection. Thus, Ae(w) includes source, receiver, and noise contributions which we assume

- ." are constant for each trace We take the natural log of the ratio of the two spectra, and
SE N Sletting 2(z, - zi) = T where T is the travel time difference between successive multiples,

St$ tAINT is the average shear wave velocity in the sediments, and a = w/2IQ, we have

EASEMENT In =rene - ( Q'I)w (2)

5 in which cons is a term independent of w that includes contributions from spreading and

and from reflection and transmission coefficients Note that if Q is independent of w, then

(b) equation (2) describes a straight line with slope m = -7:Q-1 The value of . .can be

determined by a least squares fit to the spectral ratios. From this slope one obtains an

action data reduced to 2.25 km/s with travel- effective Q for any successive pair of reflected shear multiples.

pS and PSSS reflections for a 1-layer average Using Snell's Law for p -= 0.2 km/s and c = 1.5 km/s, the shear-wave incident angle

PS (dashe,.) and PSSS (solid) reflections. at the water/sediment interface is less than 50, resulting in a less than 1% increase in path
length from vertical and negligible S to P conversion Note that S to P conversion affects

only the eonst term in (2). Also, our tests with synthetic data computed by an exact

method (Mallick and Fraser, 1987) recover Q, exactly

termed effective attenuation (as) as it includes 4. Numerical Tests on Synthetic Data

parent (nfA) attenuation. This can be expressed
Since the data we are examining have a narrow bandwidth and since it has been widell

3r Q2 = Q7i + Q-1 () observed that Q depends very little upon frequency within the range of frequencies observec

Ar .in seismic investigations (e g , Strick, 1967, Kanamon and Anderson, 1977), we assume

dent In-situ measurements indicate that QE is to be independent of frequency and use thu constant Q dispersion relation of Kjartanssol

I (Kanamrm and Anderson, 1977). (1979) in the computation of reflectivity synthetic seismograms

ant for intrinsic losses were presented in Toksoz A variety of multi-layer sediment models were used to test the accuracy of the spectrs

ited to friction mecha"nisms and frame anelasticity ratio method. Intrinsic Qj for an n-layer constant-Q sediment model is given by

Yof a seismic paine resulting from the scattering
,beds (O'Doherty and Anstey, 1971, Schoenberger ,3 n
rent attenuation, energy is redistributed to other -! 

= 
" cm

is removed from the coda However, its affect on j 1  j

from intnnsic losses
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where ZT is the total thickness, a is the average velocity for the stack of layers, and z, c,
and Q, are the thickness, phase velocity, and Q, respectively, of the j" layer

Test parameters. The synthetic traces were computed with a Nyquist frequency of 40
Hz matching the OBS data sampling interval of 0 0125 a. We selected 55.point wavelets
to match the length of the PS phase coda in the OBS data A 10% Hanming taper was
applied prior to transforming to the frequency domain Tests showed that a 256 point
window padded with zeros gave the best results In all spectra shown, zero dB is relative
to 1 (digital unit)

2
/Hs.

We smoothed the amplitude spectra before taking the spectral ratios using a 1, 1
smoothing function keeping the endpoints fixed. The airgun source was modeled using a
modified form of the explosive source function presented in Spudich and Orcutt (1980). All
tests were performed on synthetic traces at range 0.41 km to compare with data trace 3. 1
Sediment thickness was 356 m

TABLE I Model parameters used is computing the synthetic traces in
Figures 2a and 2b

C. Q. co Q6 (2a) QB(2b p h(km
water 1.5 10000 00 0 0 10 5467
sediments Lla 1.55 30 0 160 190 45 1 35 0 200

Lib 1.75 30 0.295 225 70 1.75 0,156
basement 4.25 300 2.25 250 250 265 --

t:ME I SEC AMPL[TUOE SPEC TRUM. SPECTRAL AMPLITUDE RATI

0 to 2U ' o . 0
( ) FREQUENCY lml FEQUEN" SZI

Tlm S$C, AMPLITUDE SPECTRUM SPECTRAL IMP I UDE RAT' O

40 1 'u- -

(b) MES52'M RE0aSNC' [PSI OJ

Figure 2 Synthetic traces with selected wavelets, their associated amplitude spectra and
spectral ratio curves for model Q, of (a) 200 and (b) 50
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-fayer sediment model. Horizontal component synthetic seismograms (Figure 2a,b) were

.-Y for the stack of layers, and computed to test the accuracy of the method for high and low Q0 for two 2-layer models
ctively, of the i's' layer. (Table 1) that differ only in Q0. These models give Qjs ;t 200 and Qp ks 50 using (3).

The smoothed amplitude spectra of the wavelets selected for the SR tests along with their

ted with a Nyquist frequency of 40 spectral ratios are shown in Figure 2. The ± refers to 95% confidence limits for the least

25 s We selected 55.point wavelets squares fits to the spectral ratios, which give Q# estimates within 5% of the model values.
3S data. A 10% Hanming taper was The differences between the two models can readily be seen in the relative amplitudes of the

in Tests showed that a 256 point Ps and PSSS phases, their amplitude spectra, and the slope of the spectral ratio curves
'll spectra shown, zero dB is relative The accuracy of these SR Q# estimates suggests that the implicit assumption of vertical

raypaths is acceptable. These results also imply that layering and S to P conversion do not
ig the spectral ratios using 4, ,4 pose problems for this method.
z airgun source was modeled using a 4
ed in Spudich and Orcutt (1980). All
11 km to compare with data zate 5. Apparent attenuation The importance of intrabed multiples in the apparent Q i term in

(1) can be estimated by making Q1 large, which gives Qji = QV5 . If apparent atteouation is
small, then QA is large and (1) reduces to QE = Q1. Synthetic seismograms were computed

for realistic models containing alternating layers of high impedance contrast with layer

eputing the synthetic traces in thicknesses of I Ap, for an oscillating sediment velocity structure of to = 150 m/s and 250

m/s with a constant shear Q1 = 150. This model was designed to maximize the frequency

of impedance contrasts while maintaining the travel-time and path-length constraints and

2a Q 2b p h km the average to = 200 m/s If apparent attenuation is significant, the measured QE will be

0 
0  ~1 ,0 . 467  less than the model Q1 , The synthetic trace for this model is shown is Figure 3. Although

the 95% confidence limits are larger than in the previous tests, the least squares fit to the

2spectral ratios gives a Qp estimate within 12% of the model value. This suggests that
apparent attenuation from intrabed multiples is not significant at 9 Hz and that the Q we
are measuring is Qr.

In addition to estimating the importance of QA, the long codas for this model also test

PECTR L AMP TUDE RAT I0 the sensitivity of the method to interference problems due to source function length This
may explain why the 95% confidence limits are significantly larger than for the previous

~ 01 2.layer sediment model tests.

- 1 l15 5ECI oMPLITUDE SPECTAL SPECTRAL 0PLITULE RA O

sum sPECTRAL AMPLITUOE RATlO 
- 0

FR C55, % , z

L Fgure 3 Synthetic trace with selected wavelets, their associated amplitude spectra and

heioJr1 ICll, , spectral ratio curve for a model with layer thickness of 1/2 a shear wavelength

heir associated amplitude spectra and

b) 50
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SSAMPLITUOE SPECTRUM SPECTRAL AMPLITUDE RATIO

80 -3S60 's -j . . . . . . .

0 20 0 o 20
FREQUENCY HZ FREOUENCY H21

Figure 4. Amplitude spectra and spectral ratio curve for the wavelets selected in Figure 5
for data trace 3 at 0.41 kmn.

TITME (SEC) " IbEC)

2 S i l

AOMPLITUOE SPECTRUM SPECTRAL IPL ITUO RA80T0

B 0

o o

0 0 20 30 40 0 10 20
FROUENCY IHZ FFEOUENCY (H )

Figure 5. Lower figures are the average spectra and spectral ratio curve for the data traces
1-5 (upper left). Upper right is data trace 3 at 0 41 km with selected wavelets

TABLE 2. Results of spectral ratio analysis of data traces 1-5

Range (kin) Tavel Time (s) Bandwidth (1Iz) Q 
I

0 027 3 84 12,7 155 ± 45

0 238 3.92 3 5,171 134 ± 35
0405 3 82 5,17 99 ± 15
0576 3 82 [2,13 101 ± 32
0 747 3 83 _3,13 63 ± 14
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SPECTRA, AMpLITUE At I0 5. Application to O S Refraction Data

Next our method was applied to the OBS refraction data Each wavelet window, po-
0sition and length, was adjusted in order to obtain as smooth an amplitude spectrum as

possible. After the mean was removed from the wavelets, the time-doman Hanning taper

and smoothing functions were applied in the same way as for the synthetics. We selected

2the portion of the data prior to the first arrival starting at 2.0 s, with the same length as

Q 5 -. is the wavelets used for the spectral ratios, as the noise estimate. We subtracted the noise

0 -0 power from the spectral power estimates after smoothing. If noise is included in the spectral

Re OUECY (H Z ratios, then the Q# estimate will be higher than the true value.

We restricted our analysis to offsets less than 1.0 km. Since the S-rays have a near

for the wavelets selected in Figure 5 . vertical path, the near traces are least contaminated by scattered energy and interference

efects. The amplitude spectra of the wavelets selected for trace 3 at 0.41 km (Figure 4)

show that the data have a dominant frequency of about 9 Hz and that noise levels restrict

4 the useable bandwidth to about 5-15 Hz. A linear least squares fit to the spectral ratios

llt tsMc was made for frequencies at which the spectral estimates for the PS and PSSS wavelets

2 3 9 10 3 1 2 were at least 3 dB above the noise level. We obtained an effective Qp = 99 ± 15 for this

trace.
Table 2 shows that, although there is considerable variation from trace to trace in the

results for Qp, the 95% confidence intervals of the first four traces overlap. To average path

0 irregularities and possible interference effects, we took an arithmetic average of the spectral

" 'estimates for the 5 traces in Table 2 prior to obtaining the spectra and ratios seen in Figure

5. These gave Q0. = 107r15. Although it is not evident for the traces analysed, interference

is probably present in these data to some degree and we suspect that interference of the

SPECTRAL AMPLITUDE RAT0 crustal S refraction with the PSSS coda for the trace at 0.747 km is the reason this Qp

estimate is significantly lower than the other traces Synthetic seismograms computed for

* *..a single sediment layer using Q# = 100 match the amplitude decay of the PS and two
successive shear multiples observed in the data.

-2 6. Conclusions

0,257 - 5
0 -

'
_10 2Our spectral average Q, = 107 ± 15, corresponding to an attenvation of about 0.255

FREQUENCY 1 2) 003 dB/A, is consistent with results from Scholte-wave studies (Jensen and Schmidt,

1986). Since we are assuming a minimum sediment travel path, i.e perfectly vertical

spctral rwtio cue f eata tshear raypaths, and the actual path is somewhat longer, and since the reflection profiling

.1 km with selected wavelets indicates subhorinontal layering, and both interference and noise tend to steepen the slope of

the spectral ratio curves, the spectral ratio method gives a lower bound for Qp. We conclude

that sediment Q0 can be obtained to a precision of :L 15% or better in areas where there

ialysis of data traces 1-5. is sigsificant P to S conversion at the sediment/basement interface and sediment thickness

allows separation of shear-wave arrivals
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It is shown that Clay's single-hydrophone time-domain localization algorithm is a member of a

large class of algorithms {i.1) that require exact knowledge of the source time function w(t)
The single-hydrophone Clay algorithm is X2'; however, X1' often localizes better than ,,.
Next, five new families of single-hydrophone localization algorithms are introduced. The first
of these, fp'), also requires a knowledge of w(t), and is introduced mainly to emphasize that
Clay localization is the ratio of norms. The four new localizer families, {q,"}, {0,"}, {.8 ' ,
and {v ', require almost no knowledge of w(t). These new algorithms actually yield an
estimate of the source spectrum V(oi), as well as the location of the source. The localizers p, 0
and v work best when I W(w)J, the amplitude spectrum of the source, is smooth, although w(t)
need not be a pulse. The#i localizers work best when w(t) is a pulse. If it happens that an
estimate of W(a) is available, then q, 0, , and v can use this information and their
performance is enhanced. A similar enhancement is obtained when two hydrophones are
available.

PACS numbers: 43.30.Wi, 43.60.Gk, 43.60.Pt

INTRODUCTION tions, the best signal detector is the time-reversed Green's

By "localization" we mean the problem ofdetermining function of the medium. Let the Green's function of the me.

the location ofa source ofsound in the ocean by use ofhydro. dium be g(X,t) in which Xis source location and the depen-

phone data. Single-hydrophone localization methods are dence of g on the fixed hydrophone location has been sup-

thmse that use data from only one hydrophone, Serious re- pressed. Let the unknown location ofthe actual source be X;
search in localization may be said to have begun with let the time signal emitted by the source be w(t); and let the
Bucker's matched-field technique' in 1976, although as timesignalrecordedbythehydrophonebed(t) Thesources
Clay

2 has pointed out, experiments by Parvulescu and used in this study are shown in Figs. I and 2. In Clay's
Clgy

'5 
had shown, a decade earlier, that localization was a scheme w(t) is assumed to be known, and it is convenient to

feasible problem introduce the function h(Xt) = g(Xt)*w(t), where '*" is
Most research in localization has, following Bucker,' the usual time-domain convolution. Then the most probable

used continuous wave (cw) sources, whereas the Par- source location is the value of X that maximizes the Clay
vulescu-Clay experiments led to techniques that are perhaps localizer:
more easily understood in the time domain. The literature of sup, h(X, - t)*d(t)/I[h(X)J2J[d JJ. (I)
cw localization is now quite laige, and a review of the subject In this expression, we have used the notation
is beyond the scopeofthis paper. Interesting rcent cw work,
incorporating sophisticated signal-processing techniques, is t = dt 1f(,)A

1  (2)
presented by Fizell and Baggeroeretal. Here, we are most _.
concerned with the time-domain single-hydrophone tech- for the time domain L P norm, and sup, denotes the supre-
nique of Clay

2 
as implemented by Li and Clay.' mum over t.

In the sequel, lower-case Roman letters are used for To see why the localizer works, notice that since. Xs the
time-dependent quantities, and upper-case letters are used truesource location, d(t) = g(Xt)*w(t) Asconvolution is
for their Fourier transforms. Thus we often writef, instead associative, we have that
off(t), and F insted of F(ss). Exceptions are source posi-
tions, denoted by X, X', X, etc. In our numerical exper- h(X, - )*d(t) =g(X, - (3g(,t)*w( - t).w(,)
ments, functions were sampled in both domains and trans-
forms were carried out with an FFT To a good approximation, g(Xt) is a random sequence of

spikes, one spike for each different ray arrival As the ran
dom sequence is different for each X . the quantii

I. CLAY'S METHOD g(X, - t)*g(Xt) resemblesb(t) when X = Xand is approx.
The principle underlying Clay's time-domain localiza- imately equal to zero otherwise Thus the numerator of the

tion algorithm is that, for given source and receiver Ioca- Clay localizer is approximately zero when X $X

995 J Acoost Soc Am 88 (2), August 1990 0001-4966/90/080995-AS$508 '0 ,.



(a) WAVELET DATATRACE (C) (a) WAVELET DATA TRACE (C)

0 128 0 i28 028 0
TIME(s) TiME (s)

(b) AMPLITUSE SPECTRA (d) (b) AMPLITUDE SPECTRA (d)

'I_ I

o 400 0 400 0 400 0 400
FREQUENCY (Hz) FREQUENCY (Hz)

FIG I The source signal used in Figs 3-1t (a) Source wavform. (b) FIG 2 ThewbtitenoisesourcesignalusedinFig 12. (a) Sourm waveorn,
source spectrum, (c) hydrophone data waveform; (d) hydrophoe data (b) source spectrum, (c) hydrophone data waveforr,, (d) hydrophone
spectrum data spectrum.

II. TWO FAMILIES OF CLAY.LIKE LOCALIZERS Ill. LOCALIZATION AS DECONVOLUTION

Notice that the numerator ofthe Clay localizer is actual- The family {f,} is reminiscent of the MED deconvolu-
ly a norm, the L norm. This leads us to introduce thefam- tion algorithm of Wiggins 9 " When regarded in this light,
ily of localizers {X.) defined by the localizers X,' and /t.u are seen to be deconvolutions in

which the inverse of an operator is approximated by the ad.
x.'= lh(X)ad iJ./[ h(X)I1JId 11.] (4) joint of that operator. In most deconvolution piblems,

there are good reasons for such an approximation, The in-
In this notation, the Clay locahizer of the last section is seen verse of a time series may be singular, or of infinite length,
to bex especially if the original time series is corrupted by noise.

To determine which values of m and n give the best However, we will see that in the localization problem these
localization, we earned out numerical experiments, dis- instabilities work to our advantage.
cussed in greater detail below, for several hydrophone Before introducing our new localization algorithms, we
depths, a grid of source locations, and a number of source Fourier transform our hydrophone data d(t) and Green's
waveforms These experiments showed that, in most cases, function G(Xt) into the temporal frequency domain to'get
the higher the ratio m/n, the higher the resolution of the D(w) and G(X,c), respectively Thus, in the absence of
localization. In particularX' often localizes better thanX.. noise, D = G(X) W, where Wis ths Fourier transform of the
However, this is not always the case: For the source location unknown source time function w, L 

P norms in the frequency
used to compute Figs. 3 and 4, Xz localizes slightly better domain will be indicated by writing ID lI, for
than ,X1. [f'-. dolD(¢o))J

]  
/

Another family of localizers, simpler than {X.-}, is the Consider the quantity G(X)/G(X). In general G(X)
family { r } given by has zeros near the N(wo) axis The locations of these near

Ih(X)*d 11./I1h(X)*d 11 (5) zeros will vary tapidly with Xso that G(X)/G(X) will gen-
erally have singularities near the 9i(a) ,,,o unless X= X

Our numerical experiments indicate that/ I', shown in Fig For similar reasons, D/G(X) will also have singulanties
5, does not work as well as X), shown in Fig 4. The only near the Nl(o; axis Evidently the frequency series ]D/
difference betweenX andt is in thedenominator, where inx  G(X)I will tend to be relatively "spiky" for all X #Xand
the norm of h(X)*d has been split into the product of the relatively smooth for X = X
norms of h(X) and d. This suggests that for long source In view of the above, we introduce the localizer family
waveforms, the performance ofX might be improved if the {q -} given by
norm ofh ( X) in the denominator ofX, were replaced by the T'= (lID II/IIG(X)I I]/lID /G(X)I,, (6)
product of the norms ofg(X) and w We have not investigat-
ed this, as several of the localizers introduced below work It can be seen that, when ni . n, p' ,pro% ides a measure
much better than X without requiring a knowledge of w of the smoothsess of the frequencmy series ID, G(X) I In th.

Neither the X nor/s localizer families work well ifh(X) absence of noise, the maximum of 4 i %kill always beat the
is replaced by g(X) in Eqs. (4) and (5) Thus the source point X = X
waveform w must be known Notice that the (p 7' localizers require no knowledge of

996 J Acoust Soc Am, Vol 88, No 2, August 1990 L N Frazer and P I PecholcS S ngle hydropone Iocah-aton 996



2255

FIG 3 AmbgitYsurfUctofteCC.~yiolhzer.
X,- given by Eq (I) For clarity, the tpo'

128 graphy of the ambeguity surface has been exag-
-geatd by cubing all the ambiguity values and

(mt then retoaling With this loca ecr, the source

gPTE 
155' to .e fo5o ...t be known

00, 1116

' , rorm .... 255

royhonc

FIG, 4, Ambsguity surfaceofanother C~laIC3'
Iet, X,- given by Eq. (4), The ambiguity val-

tes have been cubed and reScaled FoT Many

128 tource.recever geomeies, X.- localizes better

than the original Clay ocaizer V, however,

(meters) for his geometry,r Xisbetit

lgh t, 
0

s100 1116
atens, 100 WUGE (metlrs)

1he in- [

'ti nb,
noise, MUlO _1._ led 255

these 0 2

is, %veFIG 5. Amsbiguity Surface of the lccalieerPr

10.851 
given by Eq (5). A msbiguy vales ba e been

go'of 128 ratio of two toie.domai nom Like the Clay

acy f locaizers, it requireS knowledge of the s rce

if the (meters) time function
lency

for

1;(X) 100 11

near 100 G (miters1)

9e.-
=vX.
rities l!/Phi...0.l )Od 255

antd

Ml~y FIG 6 Ambiguity surface of the new locali

(6p '' given by Eq (6) Ambiguity values ha

(6) 128 been cubed and rescated For this locaitti, th

sur (eeP source time function is not reqairedsure (meters)

the
the

r of 100 
111

100 RUM (meters) 1116

996 997 J Acoust See Am, Vol 88, NO 2, Aug"M% 5555 L N Frazer and P I pecolCO Single hydriose OC0Z00,5 9,

,-6 -.. ..



the source function W In fact,they yield an estimate of the Fig 2, which is very nonlocal in the time domain, thet./
source function because, after X has been found, we can re- localizers do not work atall, but theq Tand 0 localizers work
cover Was D/G(X). better than before because ghe random w of Fig 2 has a

An example ofp is shown in Fig. 6. Numerical exam- spectrum W that is smoother than the Wof Fig I
ples for a number of hydrophone depths, a grid of source Our final single-hydrophone frequency domain loca.
locations, and several source waveforms show that p lo- lizer family is v' given by
calizes better than any of theX oru localizers. [ D Il,/lld 6(X) I IL, ]/iidL ID/G(X)

Another localizer family that works almost as well as (9)

its the family 0 given by Here, d' stands for d2/dai 5 , ID Iis the modulus of D, and

0- = IID/G(X)lI,/D/G(X)J, (7) IG(X)I Is the modulus of G(X). An example of v localiza.

An example ofO' isshown in Fig. 7. The fact that 0 does not tion is shown in Fig 10.
work as well as 0 is not surprising since we found that/, did The v family of locahzers is similar to q) and 0 except
not work as well asX. Bothu and 0 take the same computa- that, with v, the smoothness of the frequency series JD/
tional shortcut. G(X)J is measured much more directly by the reciprocal

Although we have written the definitions ofqi'and0' norm IdjD/G(X)1 -'.- In the p and 0 localizers, the
in the frequency domain, they should still be regarded as smoothness of ID /(X)I is obtained ndirmctly, as the ratio
tinse-domain methods because they require knowledge of D of two L P norms with different p's. One would expect the

In a band of frequencies and we must compute G(X) within effectiveness of the s,' to be nearly independent of the values
this band Thus, if the source has power only in a very oar- ofm and n, and our numerical experments seem to bear this
row band, then the q ' cannot be expected to localize very out. For each source waveform we tried, v' for any value of
well. n worked much better than any other localizer However,

For consistency with the Clay-type locahzcrs, we have for two sources of similar strength with the same waveform,
defined the p, ' so that they are a maximum, rather than a v was inferior to every other localizer
minimum, at the point X = X. If G(X) has zeros on the
91(w) axis, then it is possible that numerical problems will IV. NUMERICAL EXAMPLES
result. One method foravoiding this problem isto replaceD / For convenience in computing time-domain Green's
G(X) in the numerator ofEq. (6) and in both the numerator functions, we have used a 100-m-deep ocean model with a
anddenominatorofEq. (7) by DG *(X)I( a + 0, where constant sound-speed profile of 1.5 km/s. At the top of the
e isa positive number much smaller than IG(X)I landGis model was a slightly lossy pressure-release surface with an
the complex conjugate of .A second method is to replace ngle-independent reflection coefficient of - 0.98, The bot-
G(X, a Eqs. (6)ad )ebycG(Xd + a i ). IfG(X) is tobe tom reflecton coefficient R varied linearly with cos'(0),
generated i the frequency domain, then G(X,. + e ) can be where 61 is grazing angle, from R = 0.9 at 8 = 0" to R = 0.1
computed directly; and ig(X) t computed y the time do- at 1 = 90' Geometrical acoustics was used to compute the
main, then G(Xo) can be analytically ontinued away from Green's functions, and propagation in the subbottopi was
the T(w) axis by multiplying g(X,t) by exp( - et) before neglected. Synthetic hydrophone data were generated by
taking the numencal Founer transform. A third method is convolving the source time function with the Green's func-
to zerocertain bands in thespectrun ofDso that these bands tion for the source location.
are excluded front the norms. All three methods are known in the computations shown here, the hydrophone was
signal-processing procedures They did not seem to be need. located at a depth of 73 m and the source was located at
ed in the numerical experinents presented here except for depth 39 m and range 768 m. Each Ioalization formula was
the/i localizer (see below), which worked slightly better tested over a grid ofsource locations for a number of hydro-
when small values of D(at) were zeroed, phone depths None of the localizers worked significantly

The family 0' has an associated time-domain localizer better or worse for hydrophone depths and source locations
family# .- given by other than the ones shown here

li=ld*g(X)-'l/,,/[ d*g(X) '11. (8) The simple propagation model used here is realistic only
for propagation is shallow water with a moderately hard

lit this equation, d .g(X) - is the inverse Fourier transform bottom and homogeneous subbottom However, it seems
of D/G(X) Examples of/' - localization are shown in Figs clear that the results of this paper are applicable to other
8 and 9. ocean models, provided only that the computed Grec's

Our experiments show that/i ' localizes better than 0 , functions are consistent with the actual propagation. In gei-
for the source time function of Fig 2 (Note that this is not eral, the goodness oflocalization can be expected to iicrease
obvious front comparison of Figs 7 and 9 because the ambi- with the complexity of the Green's fuiction, so that in areas

Sguity surface in Frig 7 has been cubed and resealed ) This is where subbottom propagation is significant, localization will
because that source is very local in the time domain Its spec- be improved Conversely, in areas where the propagation is
trum is smooth coi.pared to the spectrum of the Green's not bottom limited, we expect localization to be degraded,
funciioii,so llseqpand 0 localizers also Aork well, they do not especially at large ranges where the souiid field is dominated
work as well as , because the smoothness of IWI here is by a few modes
outweighed by the "localness'" of w For the random u of Following Clay,- the source tine function w(t) was (ex-
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cept nFig 12) astnglecycleofasine wave Figure I shows V. DISCUSSION
this ttme function and its amplitude spectrum along with the
synthetic hydrophone data trace and its spectrum. In the It is significant that, although q, 0, /3, and v do not
experiments shown here, thenumberoffrequencies used was require a knowledge of the source spectrum IV, their perfor-
128 and the number of time samples in each time series was mance can certainly be improved if an estimate of Wis avail-
256 A few experiments were conducted with 256 frequen- able. To improve them we would just replace G(X) by
cies and 512 time points; in general, localizers that worked G(X) Win Eqs. (6), (7), and (9). It does not matter if the
for 128 frequencies worked slightly better for 256 frequen- phaseof Wis not availablesince the right-hand sides of these
cies. equations are independent of the, tsesofDand G(X). An

In order to show that the effectiveness of p, 0, and v estimated source spectrum I W J, need not be highly accu-
depends only on the smoothness of I WI relative to the rate for localization to improve, all that is necessary is that
smoothness of G(X), and not on the localness of w in the the ratio I W J,_/ W J, be smoother than I W 1,_
time domain, tests were also conducted with the random The# localizers are not so easily enhanced, for Eq (8)
source time function shown in Fig 2. This source function is shows that they are ratios of time-domain norms In order to
perfectly white, each Fourieramplitude being equal to unity replace g(X) by g(X)*w in Eq (8) we need to know to,
but with a phase randomly distributed on the interval which means that we need to know the phase of W
[ - rf] Note that although this function has a white am- The possibility oflocalization with a single hydrophone
plitude spectrum, it is not at all local in the time domain, is surprising at first since most localization schemes make
Figure II shows an example of 0. localization with the use oflarge arrays ofhydrophones The methods introduced
time-local source waveform of Fig. I while Fig 12 shows an here show that, at least to some extent, there is a trade-off
example of localization with the white noise waveform of between hydrophone array size and bandwidth. Even more
Fig 2 The ambiguity surface of Fig I I has not been cubed surprising, at first, is that single-hydrophoie localization is
aiid resaled so it appears to have more features than the possible wi:hout knowing the source function w. Here, it
ambiguity surface of Fig 7 must be admitted that the iew localioers a) 0 and %, wnrl,



well only if the sourceamphtudespectrum W issmoother two-hydrophone q9'. are always as sharp as the su~than the Green's function amplitude spectrum IG(X) I. This shown in Fig 10.,

will be the case for many sources of underwater sound, but New two-hydrophone 0,,6, and vlocaizers are obtt
not all. Similarly, the localizer,# works well only if w is local in a similar manner. To change a single-hydrophone mc

forthe ongi. in time, I e., fairly short in duration So some knowledge of into a two-hydrophone method, the modification pnnci
This ambtgu. the source is being assumed, although this knowledge is very that D2/,92 (X) is used as an estimate of W. This estim,

hownin Fig I limited. Wis used to remove W from Dr. Thus a two-hIydrop
dues have not An interesting question is whether loc,,azers can be de- locahzer with no knowledge of Wis equivalent to a si

liberately deceived. For the single-hydrophone localizers of hydrophone localizer with complete knowledgeof W. A
this paper, the answer is "yes " To see how this could be Green's function is unique in the sense
done, suppose a source located at X wishes to deceive a hy- X. xX2 ( moo 2) G(X1,o),) # G(X 2,w2),
drophone (whose location it knows) into believing it is lo.
cated at X'. In order to deceive the localizers 9q, 0, and v, the it follows that two hydrophones can always localize ant
sourceshoulddeliberatelyradateanywaveformwithampli- one hydrophone can always localize if Wis known
tude spectrum JFG(X')/G(X), where 1F is any smooth ever, the computations above demonstrate more than

function. Recall that p, 0, and vlocalize by finding theX for They show that a single hydrophone can often localize

which the frequency series D/G(X) is smoothest. For the when Wis not known

deceitful source, the hydrophone will record data with spec- An important issue is the robustness of the new
trum ID I = IFG(X')I; thus ID/G(X) I will be smoothest lizers in tt.e presence of multiple sources and/or no

when X = X'. multiple sources of comparable strength are present,
rh -The calizer is more difficult to dceive because it these hav, different unknown source time functions,

for the ran- The pefomac locaize isr morer difiul toraed deeiebeaseeuAsbguity uses phase information; the deceitful source must radiates the performance of all our locaizers is degraded. Thealed time waveform equal to the inverse Fourier transform of reason for this is that our localizers are frequency cohc

G(X')/G(X). Localizers that make use of multiple hydro. or nearly so. The q, 0, and v localizers use the relative ai

phones will also be more difficult to deceive because the de. tudes of adjacent frequencies within a band while the

ceitful source must radiate a different waveform to each by. andf# localizers use not only the relative amplitudes of

drophone. In principle, this could be accomplished using cent frequencies, but also their relative phases
source directivity, but the multiplicity of paths between the Although stngle-hydrophone localization is not
source and each hydrophone makes it a difficult problem. cially practical, the calculations presented above show t

Although the numerical experiments shown here are for is certainly possible In a heterogeneous ocean contain

2-D localization, there is no reason a single hydrophone can- dominant source, one broadband hydrophone ga

not be used to localizein 3D. Single-hydrophone localization enough information to locate that source. Additional I

in 2D is possible because the ocean waveguide assigns each about the source, such san approximate ampl

range and depth a unique Green's function. Similarly, single- spectrum, is easily incorporated to improve the localiza

hydrophone localization in 3D is feasible whenever the
ocean waveguide is laterally heterogeneous so that each ACKNOWLEDGMENTS
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This paper suggests a new approach based on narrow-band. low-frequency data using air-
deployed shots recorded on widely distributed large aperture vertical arrays This approach
uses fast, cheap, and high S/N data. Results to date with a simulated three-dimensional (3-D)
eddy environment show that efficient characterization of the environment plus careful
selection of the source/array geometry can lead to highly accurate estimates of the 3-D sound-
speed profiles, e.g, maximum errors less than 0 2 m/s.

t PACS numbers: 43.30 Pc

INTRODUCTION monitoring (covering thousands of square kilometers) with

Tomography is properly defined as the cross-sectional atleast one ship will always be very time consuming and thus

imaging ofan obje:i from either transmission or reflection very costly Moreover, high-precision mapping requires

data collected by illuminating the object from many differ- their source and receiver positions to be known with 10-m

ent directions (Kak and Slaney, 1987). Here, the term will accuracy (Cornuelleetal, 1989) By contrast, the new tech-

be used to describe a technique involving transmission of nique will use air-deployed shots (fast, cheap, and good

acoustic fields through an ocean region and subsequently S/N) and will require position locations known only to

inferring the 3-D sound-speed profiles by e.xamining those within a few wavelengths In particular, at 20 Hz this is

fields The primary objective ofthis study is to demonstrate a about 150 m (the width of the processor peak is usually con-

new approach to deep water ocean tomography. siderably broader than this so that position errors of a fcw
Over the last decade ocean tomography experiments wavelengths result in ver) small processor power degraa-

have shown that remote sensing of ocean mesoscale struc. tions) The ness technique' examines interference pattern,

tures is highly effective at ranges up to 300 km using "high" across an array for single-frequency (not time domain). low-

frequencies (above 100 Hz) where sound-speed structure is frequency data ( 10-30 Hz) modeled by highly accurate nor-

inverted through comparison of measured with predicted mal mode methods The lower frequencies will propagate

times ofarrival of rays/multipaths propagating to a receiver with less attenuation and will not be as sensitive to internal

from a pulsed source (Munk and Wunsch, 1979, Behringer wave fluctuations as the higher frequencies, so time averag-

et aL, 1982, Cornuelle ei al., 1985). More recently larger ngshould not be required (scaling ofhigh-frequency fluctu-

regions, e.g. 1000x 1000 km, have also been considered altIon data at long range. e g,, Stanford, 1974, indicates that

(Cornuelle ei a., 1989). These approaches use either at 20 Hz. phase errors gill be less than a tenth of a wave-
moored source/receivers, ,r loving source/receivers, or length, and thus within generally accepted bounds forcoher-

some combination of each. Tl-, moored tomography tech- ent addion of signals on hydrophone arrays) The new
nique, in parti.ular, requiresres,,htiOnon theorderof l0ms technique will transfer the burden from intense oceanogra-

(Spiesberger et al., 1980) to diect the effects of environ- phic surveys to intense computer processing demands

mental changes, and this demands broadband coded source
signals with accurate synchronization of transmission and
recordings The data must be collected over long periods of I. APPROACH
time to counter fluctuations due to internal waves and tides Given vertical arrays of hydrophones and sources at
Furthermore, the method requires that the relative source known ranges and depths, the essence of the approach is to
location be knowa to within a fraction of an acoustic wave- find the family of profiles for the front or eddy that maxt.
length, however, absolute location will not and need not be mizes the matched field pos er at the known source locations
as well known resulting in small overall biases in sound. as seen at the arrays For a discussion of the technique of
speed estimation (J, Lynch, 1990) One major drawback of matched field processing (MFP), see the papers by Bucker
the moored approach is that it wil always suffer from a spar- (1976) and Fizell (1987), Results to be discussed here used
sity odeployment [number of paths = n(n - 0)/2, where the Capon, a k a maximum likelihh,od or minimum van-
n is the number of moorings) On the other hand, moving auce, processor (with S/N = 10dB), which has been shown
source/receiver tomography efforts at large scale ocean to be sensitive to sound-speed profiles depending upon the
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source frequency and depth, and upon the array configura- sample at K discrete depthsz...) of the covanance ma-
tion and depth (Tolstoy, 1989a). tnx R. where for N sample profiles

The first stage ofthe process is to charactenze the envi- Rf= Af.
ronment in as few parameters as possible. Oceanographers

have developed a method for deriving efficient basis func- [c (zI - (z, I
tions, known as empirical orthogonal functions (EOFs), for N-
measured sound-speed profiles (Davis. 1976) This method 7(c(- )
is described briefly in Sec. II In an effort to speed up pro- with A, A b, and)A, the cigenva
gram calculations, a perturbation method has been used to th sound-speed the ngenvalues, and where c (z,) is
estimate modal wave numbers from an initial set of wave the sound-speed of the nth profilesat theh depthand is thenumbrs nd prtubatnns th envronenta paam- average sample profile The N sample profiles can come et-
numbers and perturbations in the environmental param.- hrfo rhvldt rmoeacrtl rmmaue
eters. As a result, the standard EOF method needed to be ther from archival data or more accurately from measure-

modified. This is discussed in Sec. I as well In Section III ments, e.g, from AXBT data The results i this paper use

we have applied the modified EOF approach to simulated profiles sampled every 25 kin about t e prnmeter of the re-

acoustic "data" propagating through a simulated environ- gion as indicated by the circles in Fig I Then, the sound

ment. This environment descnbes a deep water (bottom at speed c(xyz,) at any point (xy,z,) in the region is given by

4500 m) "double eddy" by means ofa standard background A

sound.speed profile plus two offset perturbations [each per- = +

turbation is Gaussian in range and depth as in Shang Since we used a perturbaton scheme to determine mod-
(1989) J, which introduce anisotropic range and depth de- al wave numbers for a perturbed environment (see Appen-
pendence The details of the environment are presented in dinx), we needed to modif) the abovementioned EOF proce-
Sec Ill Subsequently, we have gridded the surface of the dure. In particular, the entries o R have become
environment into square cells in order to discretize the prob-
lem Each cell will be characterized by one sound-speed pro- R, 1 --x ,-
file, and propagation through the environment will be mod- = ; " ,,. Z,)

*eled by means of adiabatic normal mode theory (Porter and/ l \
Reiss, 1984, 1985; Shang, 1989), where we consider only the
waterborne modes. The standard model ofPorter and Reiss, (c, (2) c._ ( z

i.e., the KRAKEN model, was used to generate mode fune- where
tions and wave numbers at the source and receiver locations I I' (L\
(and for the mean AXBT' profile) while a perturbation ,,_,, (z,) , 5
scheme was used to determine the wave numbers for all in-
tervening path regions (see Appendix). We shall assume That is, c(z) has been replaced everywhere by l/c

5 (z) We

that bottom interacting energy has been mode filtered or shall denote the new EOFs by {g, (z,)}
time gated out (including such energy decreases MFP sensi The EOF basis functions have the advantageous feature

tivity to sound-speed profile changes and would increase that they are the most efficient basis functions [in a least-
computer run times significantly). It should be noted that squares sense, see Davis (1976) 1 for an expansion of the

our propagation model will not allow for full three-dimen. sound-speed profiles In general, only two or three such

sional (3-D) effects, i e., horizontal refraction will not be
accurately described. Rather, our effects will be limited to
"2.5-D" effects where the propagation will be range. and
depth-dependent along each 2-D source-receiver path, and
these paths will each vary substantially as they cross through .
the environment. Early studies by Baer ( 1980, 1981 ) have
shown that full 3-D modeling through ocean eddies is very o A

accurately approximated by the 2 S.D approach
Finally, we have examined array placements, source dis- 0 ..

tributions, and numerical methods for finding the MFP 20 A

maxima as a function of the environmental parameters o .
Those results are presented in Sec IV

II. EFFICIENT CHARACTERIZATION OF THE
ENVIRONMENT *

i an effort to reduce the parameter search space, one 0 0 A ' 0, 00 :

can describe asound-speed profile as asum ofEOFs (Kundu oo os tooo s,,, s so zooo
et al., 1975, LeBlanc and Middleton, 1980 Rizzoli et al, RANGE (kin)

1985) The EOFs are defined as the eigenfunctions FIG i Reqjonofnteretfortoosraph c trudc gdded into cell0bl
f(z,) = Vf, (z,), f,. (z,)) (actually eigenvectors since we ndcate AXBT
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F functions art necessary for a highly accurate representation Thus the maximum change in sound speed as a function
12 of a profile That is, of (xvy) occurs at z = 5030 in, will be approximately - 10

a, (xy)f z) those near the region center. Sample region profiles arer/.anocusbtenpflsatheegnpritrad4
A.1 shown in Fig 2.C(XVZ,) =Z~z) +Having simulated a 3-D sound-speed environment, we

Similarly, neat computed the EOFs {g (Z 1 given the 36 profiles

______ 1 3 c. (z, ) sampled about the perimeter as shown in Fig I Ear-
+ f (x~Y)gk (Z') her work (Tolstoy, 1989b) has shown the lower-order/ma.

c'(x~.,z1) c~, z sI jor EOFs to be surprisingly robust, i.e, insensitive, to how
Thus our parameter search space has been reduced to find- the environment is sampled In general, the first two EOFs
ing t' -, '.r three coefficients {fl, ) per sound-speed profile themselves chajj3e slightly with different sampling, e g,
rather than fii, 4!m%- all the values of the sound-speed profile through the perturbation regions versus along the perimeter.
as a function of depth. Of course, pathological profiles, i e., although their coefficients can change quite a bit The efi-
those whose character differs significantly from the profiles ciency of the EOFs can be improved by good sampling The
generating the EOFs, may require more than two or three two major EOFsg, (z, ),g2 (z, ), i= 1, 1l0areshownin Fig.
terms for their expansions. The series expansion is referred 3 with corresponding normalized eigenvalues A, = 1,
to in the signal processing literature as the Karhunen-Lo~ve A, = 0 04. The higher-order eigenvalues are ty order 1 0 - ,
expansion (Van Trees, 1968). and their significantly smaller values indicate their reduced

contribution to the expansions That is, the vast majority of
1l1. THE SIMULATED ENVIRONMENT the environmental variability can be described by only two

The environment selected simulates a deep water north EO1s. Indeed, fits to our environment indicate that errors in
Pacific region and consists of a background sound-speed sound speed are less than 0. 1 mA/ if only two EO1s are used,
profile c5 (z) taken from archival data (from the NODC, Having determined the (modified) EO~s for our simu-
1968) and shown as the solid curve in Fig. 2, plus two offset lated eddy region, we next computed their coefficients as a

eusinprubtosapidtdetsfo0to90m function of (xy) throughout the region For the discretized

For all xy, we have c(1000 mn) as 1480.4 mis and c(4500 area of Fig. I (l0x 10 grid over 250-X250-km area), we
mn) = 1530 m/s with a simple linear fit between the two show their , ihies in Fig 4. These will be the parameters that
depths At the point (xyz), we have we will attempt to find in our tomography program.

C(XY.z) =eCozW + Act (x'y'z) +~ AC2 (X'y,z), IV. RESULTS
whereConsider four vertical arrays distributed in the interior

AC, (xy,z) = A, exp( - (rIR, )i - [ (z - z, lIZ,] J', of the region of interest as shown in Fig. 5, with sources

= ,~ x - ,)' ~y -jzdistributed around the perimeter at the centers of those cells

where A I = - 10 m/s, A2 = 5 mis, (x, v PEDi)sc
= (125 km., 125 kin), (x,.yi) = (175 km., 175 kin), S4E50 14n/s 50

R, 100 km, R, = 50 km, 2= 500 mn, 2 200 mn,
Z' = 500mn.Z2 200mi.

IIt

SPEED (rn/arc)

FIG 2 Sound speed profiles as function of depiti (0-1000 a onty) Solid
curvecorrespondsto profitewih noeddy perturbains Dotted curvegives FIG 3 Modied EO1s (g, ,),. A 1.i2) muloplmd by 5OX5 10 and
profile at center of targe p~eriurbation, i. c, at 125 kim. 125 im) Dashed addedito 14t0 The dotted eiirvecorresponds iog, itih amaximumi 2i s5W

ue ieseprofieaticenter orsapeturbaioni e.al (175km 1755m) in while the solidcure coresponds tog, witb a moaximuin at 200 i
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FIG 4 Modifed Eor ecefficients at a function
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0
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0
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For the results of this paper, we shall assume that the source
* and affay locations are kntown exactly (rccent work indi-

cates; that errors to source locations can be largely corrected
by adding source coordinates as paranmeters for ttertuon).
We shall assume that, along with thre sortrces/shots and ar-
rays, we will also distribute AXBTs and/or CTDs so that we
will know the sound-speed profiles, i.e , EOF coefficients#,,
#2a. for those cells We also estimate thc range of valucs (we

Z shall suppress the factor 10"'t) that those coefficients can
.L achieve in tlte interior, i.e., - 135<l1 <25. - 10<92 030.

Thus the simsplest initialization of the coefficient values is to
9selectnmid values, i e,3 = , 55,1,2 =s 10,as shown in Fig

6.
ioao ~ zassThe frequency selected will e 20 Hz, and the arrays will

s0 5ioas iss 00 240 20 each have 28 phones spaced every 37 5 m (half-wsavelength
RNE(kin) spacing) in depth with the first po ~just below the surface

Thus the arrays span the tipper 1000 es of the water Pre-
Fts, 5. Dictonbutioa of four array% (indicated byl 0)oad 36 souren at WO vious work (Tolstoy. 1989a) has shown (not surprisingly)
mndrptth (iniated by. of r 10x 10 odovuering 250X250square km that shallow arrays are most sensitive to sound-speed

RANGE (kmn) RANGE (kin)
0 50 100 150 200 250 0 50 100 150 200 250

250 250

P20 FIG] 6 fitral estimrates fur ochied LOi to,115
eten~ccriasa tuonooft ny) Note that ,&ales are
identical ta those of Fig 4. and that the cuoif

V 15 Vtcrests around the perimeter (whre the Wures,

w w are tIcaed) and at the array% are town ther
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I
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(b) SOURCE NO (di SOURCE NO.

FIG 7. Initil estimates ror MFP pover P. at each receiving aray r for each source sgien $ theenvironment or Fr 6

changes in the upper waterdepths, andso we shall locateour equivalent to attempting to climb to the global maximum
arrays there. assuming the solution space was convex, i.e, that there were

We begin by examining the NIFP power P,, at each ar- no local maxima to stall the procedure This did not work
ray r for each source s given the environment of Fig 6 and Next, the algorithm was used for various values of Tin an

the source/array distributton of Fig 5. This power is shown frfon to find the critical temperature In general, the alga
in Fig. 7, awl we tote that the power is generally low, mdi. rithm was very time-consuming In an effort to shortcut the
cating that the -In ironment is in error (maximum value is computations, another approach was 'Inally used' "Beta
approxima-iy 28). backpropagatton." This method was motivated by the early

We considered a tumber ofnumerical schemes to iter. "backpropagatton" schemes used in medical tomography
ate through theenvironment in the hopesoffinding the solu. (see Brooks and Di Chiro, 1976) Our method can be de.
tion environment. First, a sim'ilated annealing scheme (see scnbed as follows
Metropolis et al., 1953, Kirkpatrtck et al., 1983; Kirkpat. Consider the ijth cell, and iterate through all possible
rick, 1984, and most readable of all, Press et al., 1986) was values of the EOF coefficient l Let P,(y) denote the
implemented with "temperature" T set to zero This was maximum power found for the path from sources to airay r

1123 J Acount. Soc Am. Vol 89. No 3. March 19)1 Tolstoyet/a Matchedtio itorograpfo tt23
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00 50 100 15 0 2050 30 0 35 0 400 00 501 100 15 0 20 0 25 0 30 0 3530 40 0
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iii TABLE 1. Resulu ih rour array.____

...... *.... ..... Design IDl 41 4 42 43

... Maxerrorfl, 539 30 47 32
I............ . ..... . . .... Aoerrorfl, 154 ii 1.2 7.

Av errorL6 14 05 07 14
... No sweeps 3 32 26 2

... . .. . ............. Letfl;,(i) be theccorresponding coefficient, and A, (if) be
I the length of the pptb through the cell. Then, define the new

00( $00 2000 1500 2000 2500 coefficient estimate by
RANGE (trn) 

j j;,Q),(j( , o

Next, consider #3 and repea2 the procedure. Then, proceed
to the next cell. When all cells have been processed (one

............. sweep), repeat from the first cell (note that all the cells may
. .... ..... have changed their coefficients and so path contributions

from the non.-ith cell will have changed). For the results
presented here, the process was stopped when the total pow-

t .0 er P,,,, or ZP, was no longer increasing.
For the example discussed, we obtained excellent results

... .. ... ... for 31 sweeps as shown in Figs. 8Sand 9, with a maximum
.....o.. sound-speed error everywhere of less than 0.2 in/s.

* Next, we considered other configurations of three and
o . ~ , fouor arrays, and Fig. 10 illustrates the ones examined so far.

00 $0 10 520 50 We found that the four-array design outperformed the three-
RANGE (1m) array design, and that the best results corresponded to de.

signs that were neither very widespread nor very compactly
(c) concentrated in the region. When comparing designs, we

* , ..considered the maximum EOF coefficient errors and the
. . .average coefficient errors obtained at the conclusion of the

......... ...... ... beta hackpropagation computation and presented in Tables
l and II. The best configuration for three arrays (design ID
3) resulted in a maximum sound-speed error of 1.0 rn/s.

V. CONCLUSIONS
... We conclude that efficient characterization of the envi-

ronment, i.e., through the use of empirical orthogonal func-
. t...... ions, plus careful source/array geometry, can result in high.

.2 ly accurate estimates of the 3-D sound-speed environment.
- ~ 2000In particular, we saw that four vertical arrays spanning the

0 5; 0 ;0 &0 0 upper 1000 mn of water and placed in t he i nterior ofthe region

RANGE (kcm) of interest with shots distributed every 25 km along the pe-

FIG 20 Configuration designs considered for three and ror arrays ta)
four-array squires. (b)thliree array mtngen .rth two or three vertices
changing location, (c)ithree-arraytingees wrihorrrvertexchagngi oe.
ti0n TABLE II Resultiswihthree arrays

Design ID 3 32 33 34 33 36 37 30 39

Max error,6, 136 500 220 226 272 230 242 32.7 111
intersecting the ijth cell (all other coefficients along the path Ao error 0, 411 249 6.0 61 6.2 40 321 63 33
are fixed), iLe, Maxeriorfl, 6.3 78 37 52 69 i1 i 27 34 06

Av errorfl, 26 24 11 21270 25 07 09 27
P ,((j) = Max P_, No, sweeps 25 7 23 23 27 30 40 27 46

19,
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rimeter iresulted in maximum errors less than 0.2 m/s for our
250-km-pc .sidis~quare region and fori thefrequency 20 Hz. '=( 1Iv ,=8 .
Configurations with fewer ariays resulted in less accuracy, Ltb =w ,,,z.Te
a nd'arrays placed too near the pei terti or tooclose togeth- e6~ s,,,z.Te
er inthe centerofthe iegion resulted in poorer performance. 6A eo6(O i +, 2A2, + **)

-C where
VI. FUTURE WORK Af J= (~0)

Our results so far involve simulation "data" in a simu- Thus, given the EOFs {g,(z)), the unperturbed eigeafutnc-
lated eddy envirc'nment. Even for these ideal conditions, tions {9,;6(z)), eigenvalues (A,) (computed from the mean
many issues remain to be resolved, such as how does the AXBT sound-speed profile), and coefficients (8,). we can
numberofcells relate to the numberofsources required fora rapidly (and accurately: Our examples were good to four
desired sound-speed resolution (for the exam ples discussed significant figures) compute the perturbed eigenvalues {A,)
here we bad many paths through eacti cell resulting in an from which we can obtain the new modal wave numbers.
overdletermined system)? How finely does the environment
have to be gridded in order for the adiabatic assumption to
remain "valid?" Will some form of interpolation through the
environment be necessary to counteract the abrupt cell
boundaries (requiring a horizontal correlation scale param- 'The use of MPP for e tvroonital inverse problems has bees suggested
eter) and what will the effiect be? Can we suggest an optimal 2elsewhere (Tolstoy. 19t7; Livingsoo and Drachok, 1989).for gien umbr o araysandsouces ~Yiat The authors have recently begun investigatng5 the liear processor andgeometry fo ie ubro rasadsucs ht found its product similar results to those presented in tis section.
range limitations will be encountered by this technique and 'AXBT stands for are-deployed expendable bathythentsograpr whsich
why? Are there better algorithms for finding the global MFP measures itemperature as is funcion of depth, These mneasurements are
maxima? Additional questions will arise with measurcJ theneconvented to sound spretosni so aatseKrn

IRecent invesigations sng law-frequency(IHzshtda(eeKandata, such as will there be difficulties FF1' processing shot Selan and Drachak. 1990. FRzel i, IM9) have not shown any drifficul.
data at the frequencies of interest, i.e., 10 to 30 Hz, with ties for sources at appraimately 50-kmi range although diatoniat toading
subsequent problems inverting the cross-spectral matrix?' was necessary, as expected
Will consideration ofadditio.ral frequencies iLitroduce more Baer, R. N (1980), "Catcutations ofsund propagation througi n eddy,*
useful information? How will removal of bottom interacting I Acoust Soc. Am 67. 11 $0-11 $5,
energy via mode filtering affect our com putat ions? What will Baer, Rt. N. (1981). "Propagation through a three-dimensional eddy iu-
be the cumulative effects of errors/uncertainties in source cludrut effects on an array.'). Acoust, Soc Am 69. 70.'75

locaion, araydefrmaions eniromenal easre. Bebringer D, Birdsatll, T, Brows. M., Comuelle. B. Herurrtler. ft.locaion, aray eforatins, nvionmetalmeasre- Knos. R. Mtier. K, Munk, w, Spiesherger. J. Spindel. R.. Webb. D.
ments, and smoothings? These issues will be addressed in Worcester, P,* and Wunsch. C (1984) "A deonostration of ocean
future work. acoustic tomography.' Nature 299. 131-12$

Brooks.Rf A. and DrClues.G 0t1976). 'Pnaciplrs of cmputer asusted
tomography (CAT) in radiographic and radioisotopic rmalrng," Phys
Med Biet 21. 619432APPENDIX Bucker, H P. (1976). 'Use of calculated sound fields and matchod.fttd

Let jl~p_ wheep i presure ndp s desity Let detection tolocate sound sourcesin shatlow water." I Acoust Soc Am
Let u =p//~ whre it pessre adp s dnsit. Lt 9.369-373

the unperturbed eigenfuncions 0(, (z) satisfy Cornuete. B. Munk. W. and Worcester, P (IM9) "Ocean acoustic torso.
(L + P),rantty ftom ships," J. Geophys Res 94. 6232-6250
(L +Y)~ m~r5,,Cornuee. B. Wusch C. Behringer. D, Birdsal.T. Brown. M, Heirs'

where 1,- = 3
2 k, is the ith modal wave number, miller. R. Kno. R. Metger, K, Munk. w.SpesbergerJ).Spridel. R.

Vr = r'/c' (z), and L =p112dp - ldp t lz Let the perturbed Webb. D, asd Worcester. P 1198S) "Tomogeaphrc maps of the ocean
mesoscale PantI Pure acoustics." J Phys Ocean IS. 133-152

eigenfunctions , satisfy Davis. ft. E. (1
976

)."Predciabtrty ofsea surface tempetatureant sea levet
(L + V +6bV) ru , , pressure anomatres oser the North Pacific Ocean.' S Phys Ocean 6.

249-266
whecS5V= oil(l/ct(z) - 11c.2 M), and!, isthe perturbed !iett, R. (1987) "Applrcationafhrgh~rrsolta tropocessrta t range
eigenvalue. Let I5,= .o95. Then and depth estimation usngambgurty function method.") Acoust Soc

Am 82.606-613.
Frzetl.1 ft . rcusRf L .and Drchoir.0 I 11991) 'Expenmentaiapptr'(L + V+ 617) Xa9,rA~ 0 5.cations ofmatched fietdprocessns the North Pacific.") Acousi Soc

Am (tsesubmrtted)
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SUMMARY
We consider a medium consisting of homogeneous layers separated by curved
interfaces. In order to evaluate the response of a single generalized ray, the source

and receiver wavefields are expanded in a series of plane waves. The coupling of

these plane waves at each point of the surfaces of material discontinuity is
determtned by means of a Kirchhoff integral using generalized reflection and
transmission coefficients. The resulting integral, called the multifold phase space

path integral (PSPI) consists of a series of integrals over ray parameters and over
interfaces touched by the generalized ray on its way from the source to the receiver.
This approach is a generalization of the multifold configuration space path integral

(CSPI) to which it reduces by.successive application of the stationary phase point

method over the ray-parameter integrals.
The PSPI like the CSPI automatically includes diffractions from corners In

addition classical head waves are included, although for curved interfaces the head
waves are only approximate. 2-D synthetic setsmog,ams are converted to equivalent
approximate point-source responses by assuming cylindrical symmetry about source
and/or receiver, The waveforms and amplitude of PSPI synthetic seismograms

compare well with those computed by generaltzed ray theory for a I-D model, and
with finite difference synthetics for a 2-D model.

Key words: diffractions, head waves, Ktrchhoff, phase space, synthetic

seismograms.

I INTRODUCTION The ray-Kirchhoff formulation is valid even when tie
receiver is located at a caustic and the diffractions from any

Kirchhoff-Helmholtz (KH) integrals, especially ray- corner on the surface of integration are automatically
V Kirchhoff formulations, have been used both in their included However, caustics of the source and receiver

acoustic (Trorey 1977, HIlterman 1970, 1975) and elastic wavefields caused on the surface of integration are not
. forms (Frazer & Sen 1985, Sen & Frazer 1985) for correctly treated, head waves are not included, and the

computing reflection and refraction seismograms in laterally diffractions from corners at intermediate interfaces are notinhomogencous media. Rays are traced from both source included.
and receiver to a surface of material discontinuity and the Recently, Zhu (1988) developed a ray-Kirchhoff formula-

Kit theory is applied to determine the coupling between tion that avoids the singularity at the caustics by using a
each source ray and each receiver ray at the interface The modified Eikonal equation to derive the geometrical ray
assumption inherent in the KH formulation is the tangent theory Green's functions. This approach gives a solution
plane approxoination which asssumes that at the point of that is regular even when there are caustics on the surfaces
intersection wavefronts are locally plane and the interface is of integration. However, as the ray-field becomes
planar, allowing the use of plane wave reflection and mullivalued (due to multipathing) on the surface of
transmission coefficients However, real sources are finite integration, the integration has to be earned out for each
and actual wavefronts at the interface are spherical branch of the ray-field This gives rise to diffraction like
Brekhovskikh (1960) established a relation between the phases from each endpoint of the surface of integration
spherical and plane wave reflection coefficients and showed (Frazer & Sinton 1984, Sen & Frazer 1985)
that the error term grows in the post-critical region Thus, A generalization of the Kirchhoff-Helmholtz procedure
the Kirchhoff formulation wilt be in error tor near and past which overcomes some of these problems is the multifold
cnticl reflections configuration space path integral (CSP1 Frazer 1987, Sen &
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waves and certain tunnelled waves .re not included, and a
layer pinchout will give rise to a sigularity in the integrand

Soec,, for a ray transmitted through the pinched.out layer. Such
singularities are integrable, but near the layer-pinchouts the
curvature of the wavefront is so great that the Kirchhoff

91 Pi approximation is no longer valid. To address these problems
.. e introduce below a generalization of the CSPI called the

-t mulfold phase space path integral (PSPI)

, 2 02 Ps 2 SCALAR KH INTEGRAL

Here for completeness we derive a frequency domain
version of the scalar KH integral whici will be needed in the

-P3 P sequel for the derivation of the PSPI. As shown in Fig. (2)
- si.W,1, ,q we consider a volume V with bounda-y OV and an outward
.. s1i,1 NY pointing unit normal n and consider two scalar wave

equations given by

Figure 1. Formulation of a CSPI. Summing over all paths (rom (v+ 05=1 , (V+)n5 c'f 5 , (2)
source to the receiver via the interfaces reduces to Snell ray path at \ ( f2

the high-frequency limit wk:ere iv is the aigular frequency, a is the wave velocity and
f, andfz have support at points x, and x2, respectively Thus

Frazer 1987). Here we briefly review the CSPI, for the function f, vanishes inside V and on OV and f2 vanishes
completeness. Considei a medium consisting of two layers outside V and on V. The scalar fields 01 and 02 can be
over a half-space. The response ot a stingle generalized ray used to represent displacement or velocity potentials in an
(Fig. 1) can be written as elastic medium or pressure in an acoustic medium. By the

divergence theorem, we haveUNX) ," fdxjfdxafdX3A~X.'g X, s't /2,3.Xu " (
01

V
O,, 

- 
02

V i ) d A ' I,(01V2 - 02V'01) dV

x exp ({ss[T(n,, x, x, x3, x,)J), (1) f V

which is derived using the elastic K1t integral iteratively. f Otf, dV. (3)
The function f contains geometrical spreading terms, Iv

generalized reflection/transmtssion coefficients, etc, and T is Note that the surface integral reduces to a line irtegral its
the traveltime of a ray from the source to the receiver via 2-D. Lettngfz = 6(x -x2) this integral reduces to
the interfaces. The CSPI makes use of geometrical
acoustics, generalized plane wave reflection and transmis - (0xV) - 02VOI)dA. (4)
ston coefficients and an elastodynamic form of the KH. i( n '(V - A
integral. Thus the approximations made are those used in
geometncal ray theory and the tangent plane approxtma. Thus the scalar wavefield 0'i at point x2 due to a source/t

tion. In essence a CSPI is a multiple Huygen's construction outside of V is expressed as an integral of the scalar fields

and the resulting integral resembles the Feynman configura- i1, 4c and their normal derivatives over the surface aV.

tion space path integral (Schulman 1981) A true Feynman For correct use of (4) 
401 must be due to a source with

path integral solves the Schrodinger equation (factorized support exterior to V and the scalar field 2 mu.t be
Helmholtz equation, in the seismological context) in terms associated with a point.source at x2 of the type

of an infinite dimensional integral, which when evaluated by f2 = 6(x - x2). In the derivation of the CSPI (Frazer & Sen

stationary phase methods, gives the classical path. Thus, our 1983), the integrand of the scalar KH integral is t ,,aluated

CSPI given by equation (I) is not a true Feynman path by using geomztrcal ray theory Green's functions. To

itegral, for the derivation of (1) is based on an entirely
different context and assumptions First, separation of the
elastic wave equation into two exact one-way Schrodinger
type equations has not been made Second, we integrate V
only over surfaces of material discontinuity where the

boundary conditions are explicit. Our integral contaits the -

contribution of all possible paths which are piecewise
straight with vertices at the interfaces, hence the name
configuration space path interal. Successive application of
the stationary phase method to equation (1) yields the
classical or Snell ray paths. 5,

The CSPI avoids the problem of caustics and multipathing
of rays on surfaces or integration and includes d;ffractions
from corners at any intermediate interface. However, head Figure 2. Tir scalar Kirchhoff-tlelmholiz formulation
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Iderive the PSPI, we will instead use the ray-parameter or
nd expansions of the source and receiver wavefields given in the
Ich next section. - .
he -Y, + &),q,)
of 3 P-INTEGRAL REPRESENTATION OF which can be evaluated after we evaluate A0 This is given as

SCALAR WAVEFIELDS IN 2-Dhe HOMOGENEOUS, ISOTROPIC MEDIA
f xzexp(-iwpx -syz)P.(x, z) (16)

The frequency-domain vector wave equation for displace-
ment u in a homogeneous, isotropic, elastic medium is given For a point explosion source,
as

im (A +2pu)V(V u) -yVX VX u+ P0 2
u=f- (5) f= Vb(x-x,) (17)

2) Decomposing u into Helmholtz potentials as and we have
rd
ve uV0- V XA (6) Pu P

withPC

2)V*A-0 Without loss of generality we can take; x, a, 0 so that
sdgives P5=.3I f dz exp (-sp -iyz)6(x) 6(z)
ndV-8-V 2

O (7) ,;

es and Then substitution for P. in (15) gives
be VXu-VXVXA

.cThus from (5) and (6) we obtain ~i.y 2  
q) g-fx iz)d,(8

V[(A+2)V
2
o+pss

2
-Vx(pss'A+pVx'VXA)=f. (8) Pa -'+0-q2

The source term f can also be expressed in terms of I f cp~y)d (19)
H-elmholtz potentialt at 2xrpaS.(0)2q, _ 7)

3) f- VP5 - V X o (9) We now use residue theorem to evaluate (19) and apply

For puelycomresionl surce f Vpi, nd , 0 so inverse Fourier tiansform to obtain 0 This is given as

In that (8) reduces to Iso eas Iis(pz +qz)id

(V + a (2to(10
4)& A+2 4 p) . (10 , 'e p (ioP-X) d.(0

We now apply a spatial Fourier transform given by 'P -. (2,) d,(0

Ii where P - Vp + zq is the slowness vector. Equation (20)
s (-Z) -Jepi.o~px)(x, z) dx ( e1 epresses the P-wave displacement poteiitial due to an

V ~explosion source in a 2-13 homogeneous, isotropic medium
ih for so > 0, with inverse as an integral over ray-parameter p
)c

*(xc) f xp (i(.px)(p I) dp (12) 4 POINT-FORCE IN A 2-D MEDIUM

Frm(0An 1) ehv The elastic equations of nmotion for a mle force acting in an'c Fom 10) nd 11),we aveinfinite medium can be written as (e g., Pilant, 1979)
+W(L(13) 6(r)C? d~~~~v(V- U) - #IV XV X U+(6'u -a- -- (1

fHumogeneous solutions of (13) can be written as 2r

= rap (ioqz), where q VIi2pjis the srticds where a and f3 are coqspressional and shear wave velocities,
slowness In order to obtain the inhomogeneous solutions, p is the density, r - V(x + ) and a is a unit %ector in the
which are determined uniquely by the source termn on the direction of the point-force. First, we write
right hand aide of (13), further transformation is niecessary u V(V - AP) - V x (V x A,), (22)
Applying the following transformation

where we have introduced a scalar potential (V - A,) and a
ex cp (-ayz) dz (14) vector potential (V X A.) (e g., Pitant 1979) We also have

the identity
we obtain 6(r) V faIn () at~)
(-y'+sowq

2
) = Po a-= V 2r ) VX-p 2;rp )(23)
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Thus from (21), (22) and (23), we obtain Now w. set z= 0 and x = r to obtain
a In (• = 1 t"dK. exp (iKxr) l

(V2 +k )A - 2-- (24) A(()) - I ex Q

In (r)
(V

2 + k ,)A.= .2.pf2, (25) d ep [- (lKJ -,y)),

where or
072 m _ 1 t'*" expa (WKr)

2~- , k=T A 4xps tJ_ dKyK(K, iy). (31)
P a"'

Nowe that, as a is a constant vector, equations (24) and Substituting K. = oap in equation (31). we express Ap as an
(25) show that A( and A4 are parallel to a. Dotting a into integral over ray-parameter p. Thus equation (31)

both sides of (24) and (25) and letting A, - a - AP and represents the scalar P-wave potential due to a point-force
A, -sidAes obt24an (in a 2-D elastic mediumA, = a - A,, we obtain

In
(r) (26) S REFLECTION FROM AN IRREGULAR

()2p INTERFACE

(a2 2 In (r) In order to evaluate reflections from a curved interface (Fig.

(+&)A, + kA, - j2' (27) 3), we follow the procedure outlined in Frazer & Sen

(1985). The surface of material discontinuity Z is made
which are the scalar wave equations for the P and S coincident with a part of the surface of integration such that
potentials. In order to solve (26) and (27) by transform the volume V contains both points a, and i z. We will use
methods we first determine the Fourier transform, with eqation (4) and the point xi and 2 used in equation (4)

respect to .e, of In (r)I2e. Recall that In (r)/2r is the will be replaced by Y, and x, respectively. Now, we replace
solution of 01 by its equivalent scattered field appearing to emanate

V
2 p - 6(x) 6(z), from points outside volume V. Although the physical source

point is inside V, the virtual source region is not inside V,
which approaches zero as r goes to infinity. Taking a Fourier and so none of the assumptions used in the derivation above
transform in x yields is violated. Thus we have

(o'.- K.')s - 6(z),

which gives the x-transform of In (r)/2st as ,,) f n. ('V, - , dA, (32)

- exp (-IK.l 28) where the superscript 'r' stands for the reflected field at the
-2K.(28) interface and the subscripts 'r' and 's' for the receiver and

source wavefields, respectively. The symbol 0,(x,) repre.
where 1.1 represents the modulus. As the procedures for sents the field reflected from Z, measured at the point x, due
solving (26) and (27) are the same we consider equation (26) to a source at x,
only. We take a Fourier transform in x of (26) and substitute In our earlier approach we assumed that the wavefronts
for the Fourier transform of In (r)/2e the expression given and the interface are locally planar and used the plane wave
in the right-hand sde of equation (28). This gives reflection coefficient to evaluate the scattered field. Here,

- (-IK.1 lz) we will make assumptions that are less severe. Both the
+ ? ' .)A p ( (29) fields 01 and 0'a will be expressed as integrals over ray

per" (-2 IKJl) parameters and then we will use the plane wave reflection

where coefficient to express the reflected field at the interface

- K - K - .__
We know that the solution of (a, + y2

)o - 6(z) is given by
exp(iylz)/(2iy) Therefore, the solution of equation (29) s s, ,, .,
given by the following convolution I ,s

A 1 ,C-xp(-IK.lz-tl)exp(iyl~l) (30) . ... -
pa2  

(-21K 2) 3y)

Taking the inverse Fourier transform of this equation, we_ / ' P,
obtain I, or P2

Ap(x, z) = - J_ dX, exp (iKx)

ee(I KI Pfyo ,
igare 3. l'SPI for relteesios from a cuared interface
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Thus, the wavefronts are actually planar although the .b, in (32) and follow the same procedure outlined above In
interfaces are assumed to be locally plane ignoring the order to derive the equation for the transmitted field at theI nteraction of the wavefild between neighbouring points of receiver point in a situation where or. and ii, are separated by ,
he interfaces. At the interface, the incident scalar field due a material discontinuity, we simply replace the reflectionto an explosion source (equation 20) 4,, can be written as coefficient term in (37) with its associated transmission

, coeflicent term (Frazer & Sen 1985).e s expi[ioiPn(x,-xt,

0.+(x,) = 2 4 jdp, 2q.) (33)
6 MULTILAYERED MEDIUM

(31) where P is the slowness vector, q, is the vertical slowness
such that P = xp + zq, and x, is a point on the interface We now consider a medium consisting of three layers as

s an Now P = (l/ ei)t , where tP, is the unit vector normal to the shown in Fig. 4. We wish to calculate the reflected wavefield

(31) plane wavefron'. Therefore, at the receiver at point x, for the generalized ray path shown
sre by the dashed line in the figure. Different parameters and

P" " i~ fd exp I(iw1/,)ttP (xi - xoi) symbols used in the following derivation are shown in Fig. 4
frx (2q) The denvation is carried out in the following steps, First we

write the incident wave field at x" (the upper part of the
In order to calculate the reflected field at point x1, we apply interface So) as
Snell's law at that point. For each plane wave appearing in
the above equation we calculate the angle of incidence with i " exp ((ir/la)[t • (x, - x)} (

|Fig. respect to the normal n at x, and then apply Snell's law to ( dp(2q.)
Sen obtain the reflected field, Let tjv be the direction of the
sade reflected wavefield; then following Frazer & Sen (1985). we Next, to calculate the field at x* (the lower side of Si), we
that have transmit each plane wave given by the above equation using
use the local Snell's law and plane wave transmission
(4) tr - t . (I - 2nn) coefficients We define (Frazer & Sen 1985):

'lace where I is the unit dyadic Thus, the reflected field on the I
Lsate upper surface of I will be given as I nt I - 0 0 -1.
urc a I
e .:(x "-- ]AWdth exp{i,Ia ,I '(xA-)I tow iaf + n
3ave I 2r,)Oi "2q,, , (35)

(2q.) Thus, we have
where R, is the plane wave reflection coefficient (for ppexpi (xi-x)]
potentials) computed for the local slowness at the interface. (x ) = dPP (40)

,(32) Also. since the medium is homogeneous above the I I P i2(q

te interlace, a i - cor. Tse incident wavefield at x, due to the where PP2 is the downward looking transmission coefficient
the receiver can be written as for the potential. Next we use a KH surface integral over

and
pre. ,p [(iOg)t," (Xi - x,)I the surface So and an integral over ray-parameter Pi (Fig. 4)
due 0,xo jap, . (36) to compute the field at x, The result is

1 nts Therefore, using (32). (35), and (36), we have (x) =( )

rave -i f t ,f dP ( R s d

lere, 0.(x,) - 2 dp. f.l q, f dp, dp T2
the (2;rptrvi)(2rpi ) i ii )(2qj Jrfp.
ray xcxp{ito " (x +t," (xi-x,) , (37) xc xp (O[P. " (x' - X + P, (x- x)) l  

(41)

lace. where (2qj(2qj)

R 3 R(n •- t, - ) t)lto. (38)

Equation (37) gives the reflected wavefield at the receiver
point x, in terms of a three fold integral. Replacing the
integrals over p, and p, with their stationary phase values, _,
yields the CSPI result. Note that we used equation (20) to
evaluate the source wavefield. Therefore, the resulting / -

equation (37) represents the PP (displacement potential) S,
measured at the receiver point due to an explosion source.
The integrals for P-S, S-P and S-S reflections can be r

derived in the same manner and need not be given here. $ -

The expression for calculating the pressure respe.ise due to -S, 2,
an explosion source in an acoustic medium will be very 

'
,

similar to equation (37). If, however, we need to calculate
ndthe PP reflection at the receiver point due to a

unidirectional point force at x, we need to substitute (31) for Flgure 4. PSPI for a mulnlayeged medium



where M' t and L, NfrFqaeecybyd(42in 
calculation of the single interface P-P

.1,(42 Me PSP1(~'\15 i~ h synthetic esorm ae

'1' P1(\ V,. Ii Mtp.Te frtstep involves calculation of wavenumbel (lay

lIn the next si.k reletedfedi ti i patiaetet) Integrals and the second step involve, the

the flac4$fied jt is ive bycomsputatiotn of surface integrals. Since the ray-paramieter

(2~ \fs~ 
ntegrals alr oscillatory, they can be evaluated rapidly by

Xio) sing a generalized Filon method (GFM) qsiadtature

fcnsa(Frazer & Getirsist 1984). Frequency-dependent

.~2)(2pTi5R sarmpln itvals ac chosen to avoid spatial abasing and

dn~ 4p~J ~(daJ dx (2i)(2q2) the ray-parameter Integrals te tapered at endpoints Using

\~ ~ - j + Pllaing windows to avoid truncation phases. The ay

+-i) (43 paaieter p is converted to local slowness at the interface

xIl)i (43) for the evaluation of the generalized reflection and

'here I)+trnsmission 
coefficients Consplex angles Of Icidence are

PP;'~" i 2 I( (44) allowed in order to include the ev aect f regry ie. r

idt) --(0 example, refer ring to Fig. 5, we note thatfr ry w t a
and 0. parameter P,w have

(45).L q-.

Cimntnuiii, the field at the receiver Is given

by 11his vIAM55 
sin (6 1) Cos(V

and

61t - -. Wil

.~J 45,j~t 1J~dxa~d~xJd~JdP~ Th above relations hold even in the evansetrgm n

by substitution fot 0, in the expression for PI and q, we

.L1.-' b~~~rap isoP, -a,)obtain

+ P,.(~x) (46) p I p, cos(VI) - q.sin(40i0

where P ~ ~ ,l (%~ ' and

- -~ I (41 q .aqcos (V,) + p,sin (V'i)

1(41 These equations can be used to calesilate the IWAr lowncss

Ihes. Xh at each Point along the interface.Having oirnpued the

Tiven by, 4\or hcs sli eeralizd ray shown in Fi8. 4 is slowness integrals, the surface integrals can be carried out

given as iequation (46) above. The smlbyhe etoexaidinSn& Frazer (19s)

responts as in~~ c d nh s imuryfbrsth nmehcal exaplae in Sa tw ayetd -Acoustic

mdiss n ge~seIcaiced ray with many brhr s otfrtnmrcleapeI w

sdiply an% p-frrct~ hases als easily be witen out medium consisting of an acoustic player (-wave velocity

nialsfo4 nsesx'ssih integrals will be refered to as 1.0km si0k -, density l. hctreso ) ovra

renuibis Ahmi-'1 ,** 5ii Isgr (pSpI) These integrals acoustic half-space (PwAve velocity a 2.0l s

.lust msis v,. ~'l ., Int grace path integrals used in t 0) W e calculate he primary reflection (pressure response

itl1 Poe eN n I,~s- ' lu, formulation, the contribution of

the icti ptt 11 -,ha~se space are summed to evalutiae

Fig. 4 ri : , generalized ray. As explained in
, ioln the source and receiver are

cu pe i I~ n -a1~ ,' the inter face by means Of a sexlst

wheic- here~' for i a generalized ray touches
ipouis. ') t." hat ray has fold (2n + 1),

thre her 'I Ihtraha fold It Note that the

pose he %educe 
/a 

a
fol -he i.. 'ed needed and that a1rdue
ihed tip, N$ deied dre ty without he use of < / \

,,.ihnd diety

7 S', ltsMOGRAMS

tim "Nts ,,Ib computed More rapidl) int.WitO
time t I" tr c~ny domain. However. In the

freqa'. -ni Tr' tIoun in the medium can be

0 osistrenuatiooatarmtrs30St te[C
os\ making (ise velocities frequency tirure 5. Coaleiss5 o ao~e assi s eSsoosi

depeti, Wrs'5 oe ,e discuss here Only ihe ar the inreiface
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I the Filse 6. Synthetic seasmograms for a layer over halt-space model tompated (a) by a single ray-parameter tegral, (b) by iwolold PSPI (see

I out text for details) and (c) an expanded plot of single-p and PSPI s ismograms in the range 3 6-5 6 km for comparison The head wave as marked
by a dashed line

ustic
ty .

an from an explosion source) from the interface, recorded at Next, we consider a two-layered acoustic medium as
ty the surface receivers. This can be easily evaluated by a shown in Fig 7(a) In this example, we calculate the
onse single ray-parameter integral (Aka & Rtchards 1980). primary reflection (pressure response) from a truncated

Evaluating this by means of a PSPI will require using a reflector The source-receiver geometry is shown in Fig
threefold integral similar to the one given by equation (37) 7(a) The reflected ray path shows a shadow zone beyond a
Our numerical expenments (Sen & Frarer 1988) showed range of 40km (p,=0707skm -

a) A fairly common
that we do not need to use a full threefold integral and that mistake is to calculate the response for this model as a single
a twofold PSPI gives identical results We, therefore, used a p-integral, truncated at the ray parameter corresponding to
twofold integral obtained by replacing the receiver the ray from the source to the corner, such a calculation is
ray-parameter integral (p,) by its equivalent geometrical shown in Fig 7(b) We also evaluate this using a twofold
acoustics Green's function. In Fig. 6(a), we show the PSPI (Fig 7c) and a fourth-order acoustic finite-difference
synthetic seismograms computed by using a single p-integral algorithm (Fig 7d) The free surface was treated as an
for this model. Similarly, Fig 6(b) shows the profile absorbing boundary for the finite difference calculation and
computed by using a twofold PSPI Fig. 6(c) shows an the lane source synthetics were converted to approximate
expanded plot of single-p and PSPI seismograms io the point-source solutions (Vidale & Ifelmberger 1987) The
range 3,6-5 6km for better comparison The match PSPI models the diffractions and reflections very well The
between these two sets of synthetics is excellent We notice match of amplitude, phase and traveltme is excellent
that the post-critical reflection (both amplitude and phase) bet'-en the PSPI and finite difference seismogranas As
and head waves are modelled very well by PSPI This expected, the synthetics shown an Fig 7(b) computed by a
confirms the accuracy of the PSPI formulation for the I-D single ray-parameter integral are an errot For examaple, %c

suess model see a trunction phase arriving with a phase velocity of
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RANGE(t04) 8 DISCUSSION AND CONCLUSIONS
0 In this paper we have demonstrated the usefulness of the

PSPI method over other ray-based methods. The tangent
plane approximation used in the PSPI is more accurate than
the usual tangent plane approximation, since the wavefronts
are actually planar, although the interfaces are still
assusmed to be locally plane. The use of ray-parameter
integrals in the KH integrand enables us to include classical
head waves, although the head waves from curved interfaces
are onl, approximate and the whispering gallery head waves
will not he included. The angles of incidence are allowed to

Syntetis fo falt mdelbe complex and thus the evanescent regime is also included.
Syntetis fo falt mdelAlthough the full PSPI formulation requires evaluation of a

60-- _ series of integrals, a careful examination of the Snell rays
07) often enables one to reduce the fold by replacing many of

50-- Tthe integrals with this stationary phase point values.
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Seismogram synthesis for azimuthally anisotropic media with a single
slowness integration

Bertram Nolte, L. Neil Frazer and Subhashis Mallick
School of Ocean and Earth Science and Technology, University of Hawaii at Manoa, 2525 Correa Road, lonolulu, 1I 96822. USA
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SUMMARY
The computation of exact synthetic seismograms for azimuthally anisotropic (AA)
models with a frequency-slowness integration method requires two horizontal
slowness integrations. However, a single slowness integration that is exact for
azimuthally isotropic media requires much less computation time, and has therefore
been considered for the AA case as well. As a single slowness integration leads to
traveltime and amplitude errors, it should be used for AA media only if these errors
are negligible. In this paper we discuss the errors, and outline how they can be
estimated. The main contribution to the single-integration traveltime error comes
from incorrect group (ray) velocities in the single-integration case The single-
integration group velocities are always greater than or equal to the true group
velocities, causing traveltimes to be too small. If there are cusps in the group-
velocity surfice, not only may the traveltimes be wrong, but there may also be
arrivals missing from the seismograms. In layered AA media a minor contribution to
the single.integration error arises from not allowing the ray to leave the sagittal
plane. The resulting traveltime error is opposite in sign, but much smaller than the
traveltime error caused by incorrect group velocities. Amplitudes may be incorrect
even though traveltimes are accurate. However, this can only be the case for certain
isolated sagittal planes, such as symmetry planes; in other sagittal planes amplitude
errors and traveltime errors go together To decide whether single-integration
ampl!tudes will be accurate one should compute the sagittal velocity curves for
single and double integration for a range of azimuths. If the velocity errors are
insignificant, then the amplitudes will be accurate for all sagittal planes.

Key words: azimuthal anisotropy, reflectivity, seismic modelling.

INTRODUCTION media by Maltick & Frazer (1990, 1991). The main
advantage of reflectivity methods is that they compute the

This paper necessarily uses many special terms from the exact wavefield A disadv,.ntage is that the model must bearea of seismic anisotropy Winterstein (1990) gives stratified, meaning that the model parameters must bedefinitions of all these terms, as well as a good introduction independent of the horizontal coordinates Other methods
to the whole subject More detailed treatments of the theory that do not require stratified models either compute an
have been given by Musgrave (1970), Auld (1973) and a pproximate wavefield, as ray theoretical methods (e.g.
Ilelbig (1991), Auld (1973) is much easier reading than Cerveny, Molotkov & Pk.enik 1977). or they require too
Musgrave (1970), while tIelbig (1991) also gives material much computation time at large offsets and high
that is of special interest to reflection seismologists frequencies, as finite difference and finite element

With the increasing interest in seismic amsotropy in recent techniques
years, techniques which are iseful for the modelling of wave With vector computers the refl.civity method becomes
propagation in isotropic media have been extended to very efficient for isotiopi, models, and esen models with
amsoiropic media Among these techniques are frequency- hundreds of layers can be treated This is because it is
wavenumber (or frequency-slowness) integration methods possible to take advantiage f the cylndricatl symmetry aboot
such a. the reflectivity method (Fuchs & Muller 1971, the vertical axis containing the source If cylindrical
Kennett 1983). recently extended to azimuthally amsotropIL coordinates are used, then only one slowness integration is

127
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required. For anisotropic media, however, cylindrical This equation yields exact results even in the most general.i t
symmetry only exists if the medium is transversely isotropic ease of trnie symmetry since the integration is carred Out
with a vertical symmetry axis (azimuthally isotropic), and a for both horizontal components of tile slowness vector
single slowness integration is exact only in this case In all Equation (1) can be computed much faster than equation
other cases, the exact solution requires two slowness (2), because only one slowness integration is performed
integrations (Fryer & Frazer 1984, 1987, Mallick & Frazer Integrations are carried out numerically as summations If a
1990, 1991). This increases the computation time by a large model requires the computation of the integrand at n
factor so that exact modelling studies are presently feasible (-500) values of p, when equation (1) is used then, for the
only for AA models with at most a few tens of layers same model, equation (2) will require the computation of

Booth & Crampin (1983) suggested that a single the istegrand at 2n X 2n values, because, first, it has to be
integration gives results that are a good approximation for computed both at positive and at negative values, and,
weak anisotropy Although a single integration has been second, the range of integration should be the same in p.
used for seismogram synthesis for AA media since then and p. Numerical experiments have shown that sometimes
(e.g. Crampin 1987) it remains unclear whether this usage is even more values may be needed in the double integration,
a justifiable approximation. The main advantage of because the sampling interval bp may need to be smaller off
reflectivity techniques is, as mentioned before, the exact the p,-axts, than on it A smaller sampling interval is
computation of the wavefield. Introducing an approximation equivalent to an increased number of slownesses if the range
such as single integration into the method forfeits this of integration is the same.
exactness and is therefore justifiable cnly if the error can be In view of the above, we would like to use equation (1)
shown to be so small that single-integration seismograms are for AA media rather than equation (2) However this results
indistinguishable from double-integration seismograms. In in errors both in the traveltimes and in the amplitudes of
this paper we show how to decide for a given model whether various arrivals in the synthetic seismograms We now
single integration will be a good approximation, discuss these errors, and show how they can be estimated

Recall that tne elastic behaviour of a homogeneous solid
(e.g. Musgrave 1970, section 6 5) can be descrr t d with

THEORY reference to four characteristic three-sheeted surfaces,
which can all be constructed from each other as shown inConsider a stratified elastic medium, e u. a structure in Fig. I The first of these is the group-velocity surface, G,

which the elastic properties vary only with depth z but ate which is the locus of the wavefront at unit time after a
independent of the horizontal coordinates r and 45, Let this disturbance at the origin The group-,clocity surface is
medium be composed of homogeneous azimuthally isotropic sometimes called the ray surface, the ray-velocity surface,
layers At any depth z a displacement vector G(p,, n, z, co) the wave surface, or the wavefront surface Note that we use
in the frequency-siowness domain can be calculated by G to indicate tse position sector of a particular point oil the
well-known techniques such as the Kennett algorithm group-velocity surface, and G to denote the surface itself
(Kennett 1974, Kennett & Kerry 1979), and the vector One should beware of the notational confusion that can
u(r, 4,, z, A) in the time-distance domain is obtained by a arise when a surface such as G is given in the form of a
Fourier-Hankel transform and a finite Fourier transform scalar function G(xt,,x x =O for then of course
The vertical component of the displacement vector becomes G(xi. x2, x,) is unequal so G1, the length of G For this
(Kennett 1983) reason we always denote the length of G by IGI

The second important surface is the telocity surface, V
u,(r. 4, z' t). . do &A exp (-,io) As shown in Fig 1, the point V c V. corresponding to the

X d1A/,p,2_fli,(p,, Ai,. z, ra).I,,(tap,r)

X exp (raMO), (I)

where J. denotes the Bessel function of ruth order Similar
expressions are obtained for the horizontal components For
symmetry reasons the summation can be restricted to velocity
azimuthal orders Iml < 2 for point sources consisting of force
and dipole components (Kennett 1983) llere cylindrical unit
coordinates are used in order to take advantage of the axial
symmetry about the z-axis

In the case of azimuthal anisotropy ist is preferable to use
Cartesian coordinates (Fryer & Frazer 1984, Malick &

Frazer 1990) Then the Fourier-Ilankel transform of
equation (I) is replaced by a 3-D Fourier transform 0 nsV

u(x,y, , ) =-L ffdp, tipdo wuii(p,, p,,. z, w) Figure . Relatons betieen the four surfaces Corresponding
8." positon vectors on the group-velocity surface G. the (phase)

velocity surface V, the group.slowness surface Sc, and the (phas)
X exp 1-0(i - PX - Py)] (2) slowness surface Sv are labelled G, V. S,, and Sv. respectively
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-neral point Ge G, is the point where a straight line from the I

dout origin intersects normally the plane tangent to G at G.
Accordingly, V is called the pedal point, or footpoint, of G

iation and the surface V is called the pedal surface, or footpoint sv
rmed surface, of G. One constructs G from V by drawing, for

if I each VE V, the plane through the endpoint of V that is
at normal to V. The surface G is the caustic or envelope of all - P,

)r the such planes. Accordingly, the surface G is called the
on oi envelope of the surface V. The velocity surface V is
to oe sometimes referred to as the normal surface or the
and, pbaae-velocnty surface.
l
P dlie third important surface is the slowness surface, St,

"times The point Sv corresponding to the point V is given by the b
Ition, relation S, - V/Iv. In other words Sv is the inverse of V b - 'vi

er off in the unit sphere, as shown in Fig. 1. The inverse of the -

Val is I pedal of a surface is called the polar reciprocal of that N 5
range surface, consequently Sv is the polar reciprocal of G. The '

geometric method used to construct V from G and Sv front:
Ln (1) V shows that corresponding points on G and Sr satisfy the

esults relation .- " /
les of G. S, 1 /-

now
led. The slowness surface is sometimes called the inverse velocity
sold surface or the phase-slowness surface Figure 2. (a) View of S, down the pdaxts Planes parallel to the
with The fourth surface is the group.slowness surface, S. p,-axis are tangent to S, along the dashed curse The dotted curve

faces, Each point Svc Sc, is the pedal of its corresponding point is the intersection of S, with the p, - 0 plane, (b) Sagital section of
faces, nthe true group-stowness surface S,, and true group-velocity surface

wn in S, E S, In other words S,, is constructed from S, in exactly G given by double integration, Single integration gises 'he incorrect
e, G, the same way that V is constructed from G. As S,, is the group slowness curve S(; and group.velocity curve G' Traveltimes
'ter a pedal of S,., Sr is the envelope of S,. It follows from the are observed along a radial tine in (b)
c Is definitions of V, S,. and Sv that the surface Sv, can also be
rface, constructed directly from G by inversion in the unit sphere.

-1e use In other words, the point S,. E S(, corresponding to the point out for an array of values (p,, p,) This is equivalent to the
m the G 4G is given by the relation Sr, 

= G/G
5. As Sc is the computation of the whole three-dimensional slowness

itself inverse of G, and S, is the envelope of S., we see that the surface S, Fig 2(a) shows one sheet of S, viewed from a
can polar reciprocal of a surface is the envelope of the inverse of direction parallel tr, the p,-axis The direction of energy

of a that surface The group-slowness surface S,, is sometimes propagation is given by the group-velocty vector G, or by
curse called the ray-slowness surface or the inverse wave surface the group-slowness vector S,, both of which must lie in the
r this Notice that the velocity and group.velocity surfaces are sagittal plane As the group-slowness surface S,, is the pedal

defined in a velocity space with Cartesian coordinates v, v, of the slowness surface Sv, eacii point of S(. can be
e, V and v,, whereas the slowness and group-slowness surfaces construc -d by dropping a perpendicular from the origin to

o the are defined in a slowness space with Cartesian coordinates the tangent plane at the corresponding point of S, The
p., pr and p, due to the different dimenstons of slowness dashed line in Fig 2(a) shows the point of tangency on S,,
and velocity, and the dashed lines in Fig. 2(b) show the corresponding
The error that is caused by the single-integration cross-sections of S, and G through the sagtital (p0. v, = 0)

approximation is most easily treated by considering plane.
synthetic seismograms for a homogeneous anisotropic For a single min,' ation with equation (1) only slowness
whole-space We will assume that both the source and the vectors in the plasie p, = 0 are calculated and the slowness
teceivers are located in the a-: plane in the Cartesian surface Si, is as~ai-,ed to be axially synimetric about the
coordinate system of equation (2), and that, with respect to p,-axs Then the ioints of tangency on S, are assumed to
this system, the cVlindrical coordinate system of equation (1) be in the p, = 0 plane, along the dotted line in Fig 2(a)
is oriented so that the azimuthal coordnate 0 is zero for The sagittal plane sections of the resulting effective
both source ani receivers, and that the r- and the z-axis of group-slowness surface S,,, and effective group-velocity
the cylindrical system are parallel to the x- and the z-axis, surface G , are itdicated by dotted lines in Fig 2(b). The
respectively, of the Cartesian system difference in length between the vectors SG and S,,

In order to calculate seismograms from equation (1) or (2) multiplied by the distance from the source to the receiver,
it is neessar) to compute the integrand As a function of the gives the d hffere,ce in traveltmue between single and double
horizontal components of te s fns o of he gives the dintegration in a homogeneous m sinum Clearly sgle-
computation of the integrand involves the computation of integration traseltimes will always be greater than or equal

onding the corresponding vertical components of the slowness to those for double integration.

phase) vectors, which are obtained as the ergenvalues of the system In the foregoing discussion sse have regaided the slowness
phase) matrix (e.g Fryer & Frazer 1984, Frazer & Fryer 1989) surface as fundamental, subject to the provision that the
lyWhen double integration is used, this c.omputation is ained observed group-velocity vector must lie in the sagittal plant



a vby direction cosines n,:

G ' 2p(,)A)a a, (3)

- -where summation is implied only over the subsc-,pt k The
curves 1 are obtained by computing a sufficiently dense set
of points ,(,) and finding those points with 2 = 0.

As Musgrave did not define all the terms in equation (3)
we give the definitions here. All quantities are defined with

reference to the symmetric 3 X 3 CEni6ffel matrix r.,
given by

b t v, c ¢ /]ybnjna,

in which c¢pya is the fourth-order tensor of elastic stiffness
coefficients The quantity V(,) is the positive square root of
the th eigenvalue of the matrix p-Fry where p is the mass

vX density; it is also the distance from the origin to the Ith sheet
of V in the direction of n. The quantity pk(j, is the kth
component of the jth eigenvector of p-'[t,, i e the jib
polarization vector. In equation (3) the polarization vectors

Figure 3. (a) View of the true groupvelocity surface G down the are assumed to have been normalized to unit amplitude so
v,.axis Planes parallel to the v0-axis are tangent to G along the that E3.I p'1,) = I for /- 1, 2, 3 The quantity A, is given,
dotted curve. The dashed curve is the intersection of G with the for k -,1.2,3, by A,=r The cra are given by
sagittal plane (h) the dashed curve is the sagittal section of G t... / , r2 r2  ', and ¢,
given by double integration Single integration gives the incorrect Vr,,n/r23. at f and ae

sagitial section G' Often G has cusps and then the sagittal sections Vr,,r,,/r,,. The relations for the Ak and (k were obtained

of G and G' are much more complicated, by noting that any symmetric 3 x 3 matrix r can be written
in terms of a vector t and a vector A as

r -ttttr + diag (At - ,A, A, - a, , A -

and then solving for the Ak and the a, in terms of the
An alternative way of understanding the difference between components of r.
single and double integration is to begin with the The curves %3' are obtained by evaluating equations (3)
group.velocity surface G. as shown in Fig. 3(a). The for G along all directions (n , On,) Note that (, is not
intersection of G with the sagittal plane v, - 0 gives the evaluated but set to zero, it must vanish identically because
group-velocity curve for double integration, shown dashed the effective single-integration velocity surface is axially
tn Fig. 3(b). Now recall that, for single integration, symmetric about the vertical In homogeneous media the
traveltimes are the same for a point source as for a I, e curves W, and ,' permit the errors in traveltime that result
source along the y.axis The group-velocity surface for such from single integration to be calculated exactly for all three
a line source is the cylinder generated by translation of G wave types propagating in any direction The error is
parallel to the v-axis. For a point source, the group-velocity At = f/1'1~i - if 111, where i denotes the length of the ray
surface given by si;le integration is therefore generated by path and 1'4,' and Il are the distances from the origin to
rotating the n. = 0 section of this cylinder about the v,-axis the points on the curves 16 and 'b, respectively, along the
The intersection of the line-source group-velocity cylinder same straight ray.
with the v, - 0 plane is the dotted curve labelled G' in Synthetic seismograms computed with a single integration
Fig. 3(b), this is the group.velocity curve for single may also give wrong amplitudes The amplitude of a wave
integration Like Fig 2, Fig. 3 shows clearly that travelttmes propagating in a particular direction is a function of the
for a single integration will always be greater than or equal Gaussian curvature of the slowness surface at the point
to those for a double integratton. Note that the true G very related to this direction of propagation (Lighthill 1960)
often has cusps Then the sagittal sections of G and G' will Single integration will introduce an error in both the
be much more complicated, and different in shape, than is location of this point on the slowness surface and in the
the case in Fig 3(b) A numerical example of such a case is Gaussian curvature. As we know how to estimate the
given later traveltime error we ,ould like some assurance that the

In order to get the velocities that represent single and amplitude error will be sufficiently small when the traveltime
double integration as functions of the direction, we must error is found to be sufficiently smal We showed above that
compute the sagittal sections of 6 and G' For reference the traveltime error depends on the group velocities 1'91 and
below we denote the sagittal section of the ith sheet of G by 1'81 Also, when the difference between I',' and I91 in
', and we dencte the sagittal section of the ith sheet of G' some direction is small, the slowness vector for double
by b6 To find , we generate G from V as described by integration that is related to wave propagation in this
Musgrave (1970) lIts equation (7 4 10) gives Cartesian particular direction has a negligible p,-component i e it ties
coordinates , for the point on the ith sheet of G in the sagittal plane, and the slowness surface intersects the
corresponding to the point on the jib sheet of V, specified sagittal plane at nearly a right angle at this point Therefore
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the -,lowness vectors for double and single integration will be PROJECTION OF RAY PATH ONTO
almost identical If this holds for every directior in the - x

(3) sagIttal plane then the normal vectois to both the slowness a x-Z-PLANE RECEIVERsurface and the group-velocity surface at every point on the
curves 1 lie in the sagittal plane, and the slowness vectors

.The for double and s; igle integration are almost identical for
te set waves propagating in every direction in the sagittal plane.
n The Gadssian curvz ire, however, could still be wrong in

the single-integratior. ea.a. For example, if the sagittal plane SOURCE
I with is a symmetry plane of the medium, then the curves 'S and
< 1i7 V coincide exactly, but the curvatures of their respective Z

slowness surfaces may be very different. However, if we _ __
compute the curves , and TW for a series of sagittal planes b x-y-PLANE
at increasing azimuths, and we find that W, and I,' match at

iffness each azimuth, then we can conclude that the group-velocity
Jot of surface and, thus, the slowness surface is nearly axially SOURCE RECEIVER
mass symmetric, hence, the amplitudes obtained by single
sheet integration will be accurate. If the slowness surface was not

rkth nearly axially symmetric it would not intersect all of these
,le tth different sagilttal planes at right angles and, hence, the - P

0 
(double niegration)

ectors p,-components of the slowness vcctors related to the y - pS(sigle integroton)
ide so group-velocity vectors in these sagittal planes would not be
given, nearly zero everywhere. Then the curves W, and S,' would Figure 4. Schematic illustration of the projecton of a ray path onto
n by also differ from each other. The fact that the amplitudes are the x-x.plane (a) and onto the x-y plane (b) The double
ir, . accurate for single integration if the curves W, and Wj match integiation ray path As malked as P"' and the single int:gration ray

lamed for a series of increasing azimuths has been confirmed by path as PS The projecaoo of P' onto the x-y-plane is a straight
aritten our numerical experiments, an example of which is given line

below.
The above discussion suggests the following method for

determining whether single integration gives the correct traveltimes I(Pia, G), the travcltimc over the path P" using
J1 the amplitudes. Compute the curves 19, and W, 'or a series of the true group-velocity structure, i(P5

, G), the traveltlime
increasing azimuths. If these curves match for all azimuths over the path PS using the true group-velocity structure, and

ks (3) then the amplitudes will be correct for all azimuths, too. In i(P
s
, G'), the traveltime over the path P' using the single-

is not multilaycr models this condition must hold for all integration group-velocity structure G' Fermat's principle
cause anisotiopic layers. states that the time difference due to path,
xtally
a the MULTILAYER MODELS (6t),.=i(Ps.C) (Po, G)
result is of second order in the perturbation G-. G' whereas the

jl-hee So far we have assumed that the waves propagate in an time difference due to velocity,
or is homogeneous whole-space, so that the ray paths are always
le ray straight lines. In layered media the rays will change their (6)o t(ps, ')-t(P

5
,G)

;in to directions due to reflection and transmission In AA media is of first order in the perturbation G -G' Notice that if
ig the this wdl generally make the rays leave the sagi:tal plane P" is a minimum time path (the usual "ise), then (0t), oust

Double integration automatically incorporates this effect, be positive. Furthermore, we hase seen that the sagitial
lation while, as we have seen, single integration forces the ray to section of G is always interior to the sagittal sestion of G',
wave remain in the sagittal plane This is illustrated in Fig 4 for which means that (6t),, must be negative As (bi), is
.t the the case of two anisotropic half-spaces with a source located opposite in sign to (6t), the iotl time difference.
pont in the lower half-space and a receiver located in the upper

1960) one. Fig 4(a) shows the projection of the ray paths onto the bt (61), + (6i),.
i the xz.plane, and Fig 4(b) shows their projections onto the
n the xy-plane. We call the actual ray path pii and the single must be bounded below by (6t), Lxcept for maximum time

I tle integration ray path Ps. phases, which are uncomuon i reflketion work, double-
t the To quantify completely the difference in traveltime integration traveltimes will always be greater than or equal
_ditme ber-,-n single and double integration in a layered medium to single-integration traveltimes, and we can estimate a limit
e that it will be necessary to trace rays Howeser, we can use for the traveltlime error by ignoring the departure of the ray
'I and Fermat's pnnciple to infer that the traveltime effect of the front the sagittal plane
W, in departure from the sagittal plane is opposite in sign to the For a given multdayer earth model, and i given
'ouble traveltime effect of the velocity change and much smaller source-receiver geometry flow Lan one decide in adoaute

this Although Fermat's principle is usi.ally applied to perturba- whether or not a single slowness iitegration is ufficitntIN
it lies tions in the spatial structure of velocity it is equally accurate

9 Using the principles discussed abose one tan
ts the applicable to perturbations is the directional structure of unsent numerous methods for usaklig till, decision we
refore velocity In the present case sse consider the three outline two such methods here
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For the first method, begin by generating sagittal group Numerically, our task is to find the points p., at whicl
velocity curves W and W for each la)er of the model For these equations are satisfied for a given sequence of sagitta
the arrival of interest let p be the horizontal component of receiver positions (x,, 0) Then the double-utegratioi
phase slowness in the sagittal plane, i e the x-component. traveltimes will be given by
and let 1'(p, i) and %(p, i) be the sagittal single- and

a double.integration group-velocity curves, respectively, for T(x) = Xipi + T(P.) (4

layer i. Next, using the V'(p, i), trace rays from the source To do thts we first compute r over a dense grid ot point
to the receiver. This is most simply done by a shooting (p,, q.) in the vicinity of the p-axis By numerica
method, as follows (1) pick a p, (2) trace the ray of differentiation we also generate Sr/Op and Sc/Sq on ,
slowness p by noting that in layer i the tangent to the ray is similar grid. Then, for each fixed p, we search in th,
Tg(p, i)/((p, i)I and that p is preserved during reflection q-dtrection, as shown in Fig 5, to find the point q(p , ) a
and transmission, (3) if the ray passes through the receiver which Orlq - 0. This sequence (pu, q(p,)) samples th
depth before (after) the receiver then increase (decrease) p contour in the p-plane along which Or/Sq = 0 For ead
and shoot again, A ray path found in this way is a point in the sequence {pu, q(pt)} we have an c(p5 ) givel
single-integration ray path, To get a bound for the by
traveltime error use Fermat's principle in accordance sith
the discussion above; integrate the quantity l/1%'l - l/I%1 x(p) o 1p,, q(pi)]
along the ray. If the error is less than one eighth of tie OP
shortest period in the source wavelet then single integration Interpolating i the derived sequence (ps, x(pk)} gives lb

Irawill give excellent traveltimes. This method has the
advantage that explicit generation of the curves th and values p,, associated with the given receiver positions xrevealsnhetaget hascusps that expl earn othe prvesind L Interpolation also gives the values q., and the valuereveals whether W has cusps that are not present in V' Later r~j = r,,(p~j, q~j) needed to compute the traveltinmc b
we show an example of a traveltlime computation using this equation (4)
method. To compute the stngle-nitegraton traveltimes th

The second method consists of rapidly calculating exact procedure is similar, except that the contour on whic
traveltimes for both single and double integration ustg OlOr/aq 0 is replaced by the p-axis. From the doublt
subroutines already present in the reflectivity code For integratton procedure we already have values of r an
simplicty. suppose we are interested in the traveltime of Sr/Op over a grid in the p-plane Ott the line of that gri
the P-P reflection from a layer at depth z, for a surface sicth coincides with the p-axis. se have the sequent
source and a surface receiver First we compute the (1 , x(p)) where x(p5 ) -[Or/Op](p, 0) We miterp
double-integration traveltimes Itere it is convenient to late in this sequence to find the points p., corresponding I
denote the x-component of slowness by p, the y-component the given recier locations x1, and the values r(p,, I
of slowness by q, the vertical component of slowness for a needed to compute the single-integration traveltime I
downgoing wave by Va, and the vertical slowness of an T(x,) =p,,v + r(p.,, 0). Note that pi, has a differc
upgoing wave by ip" We also use p to denote the horizontal I I
proecton of the slowness sector, thus p (p q), In is meaning in the single-integration and oublentegrat

cases The travellime error is given by the different
notation the traveltine of a plane wave of slowness p is T,(x,) - T,(%,) In most cases, computation of the traveltin
given by errors will be several ordeks of magnitude faster th,

T(p) - p- x + T(p).

in which r(p) is given by

r(p) = d (t'(p. p. C) V ,' ,,(p)- ,,-----

Here vpd y, and z, are the sertical slossnesses andt ?---- P.+;
thickness, respectively, of the Ith layer in the stack of lavets kP+I
above depth z

Group arrivals are given by the condition

aT 0 Pk-l Pk Pk+

With our choice of coordinate axes the sagittal plane is the
y = 0 plane, so this condition becomes the isso equations igre . Comp uaiou if dule integration tasetimes Pioi

Or conipuing snthetics the soia line is the contour along %t
O - p ar/aq =0

, 
pints indicated by 'x' sample ihis cont(

Interprilaiion ,ies the points indicated by '(D which aft
and horizontal slo- sscs p., of group artial6 at gisen reti

locations (, (II tor single-rniegriton itraeltiries no card

. 'tirade for the coimti on which Sr/Sq nashes instead Sr/,
Sq assumed to sanish on the p-,AXd
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computation of the synthetic seismograms by double HORIZONTAL VELOCITIES (km/s)
t which integration. -40

010 4
g

ra t i
i
ri  

NUMERICAL EXAMPLES
a

To illustrate the effects discussed above we have computed DOUBLE INTEGRATION
() synthetic seismograms for some anisotropic models Alt the

points- seismograms have been computed with the ANIVECTM
meiical program of Malick & Frazer (1990)
j on a Our first model is an anisotropic whole-space The
in the material is transversely isotropic with a horizontal symmetry

(p,) at axis This symmetry might result from an isotropic 0 *
,es the background material containing vertically aligned cracks or
r each fractures (Hudson 1981; Schoenberg & Douma 1988) The
) given elastic stiffnesses are those of medium I in Table I We E

chose a material of rather high anisotropy in order to
illustrate the effect more clearly. In the vertical plane ')
containing the symmetry axis the group-velocity curves W6, W
and '6 are identical. In a vertical plane at an angle of 450 to I_

yes the the symmetry axis, the sagittal group-velocity curves ()ij 0 4.0
ons x,. (Fig. 6b) differ from the curves 1 (Fig 6a). The greatest 8 -4.C
values difference is for the P-wave, because its group-velocity -4J C

me by surface deviates most from axial symmetry about the vertical > .---- baxis This difference is greatest for horizontal paths. For the _1 SINGLE INTEGRATION
s the faster S-wave the difference is considerably smaller, and <
which there is no difference for the slower S-wave, due to the axial 0

Iiuble- symmetry of its group-velocity surface. I-
r and Fiont these curves we computed traveltimes for the Q 7Wat grid source-receiver configuration shown in Fig. 7 The receivers >

quence are located 1000m above the source, and the horizontal 0
iterpo- offsets extend from 100 to 2000m with a sprcng of t0 in
hungto
P, 0

)
me by Table I. Elastic stiffnesses for the materials used in our modelling
ifferent tihe stiffnesses are given in condensed notation They are spvcifiedi
graton is a coordinate system in which the x-axis is the symmetry axis Thecratin density is 2 4gem 'for all four media
erence

seltime Elstic Stiffnesms 4 0
than _10*N/sut

-- i 3 3f 4 t6 4 46 0 0 0 Figure 6. Curves %,(a) and %,'(b) for medium I n rabic 1, in a
4 46 27 62 602 0 0 0 vertical plane at an angle of 45' to the vertical symmetry planes

Medium 1 116 802 2762 0 0 0 The greatest difference between '6, and %5,' occurs in the horizontal
0 0 0 9 80 0 0 direction fot the P-wave

0 0 0 0 673 0
0 0 0 0 0 673 The travelttime plots (Fig 8) show the arrival times expected

29 40 980 9 so 0 0 0 for synthetic seismograms computed with double and single
980 29 to 9 80 0 0 0 integration. We expect single-integration arrival times that

Mted-un 2 980 9 80 2940 0 0 0 are too small at larger offsets, especially for the P-wavep 2  0 0 0 980 0 0 Figs 9(a) and (b) show the synthetic x-component motions
0 0 0 0 6 58 0

_____ 0 0 0 0 0 6 58
29 40 9680 9 80 0 0 0

p 980 2910 980 0 0 0

,esh-u , 980 960 2010 0 0 0 T .E.. .. .
0 0 0 90 5 0.
0 0 0 0 870 0

pior to 0 0 0 0 0 670 0

g which 1838 6 13 613 0 0 00
, u n r o o f 6 1 3 2 8 1 S 8 5 8 0 0 0
are the sihIit.h 6 13 8 58 28 18 0 0 0
receier 0 0 0 980 0 0 Iu SOURCE
earh is 0 0 0 0 79S 0 Figure 7. Source-recee geometry for the computations of Fig 8
?T/aq is 0 0 0 0 0 7 9S7 -and 9



134 B Nolte, L. N. Frazer and S. Mallck

DISTANCE (km) group-velocity curves in the vertical plane containing the
symmetry axis Notice the cusps in the curve for the faster0 1.0 2.0 S-wave Fig 11 shows the group-velocity curves W and Wj' :

S a vertical plane at an angle of 45* to the symmetry axis Athigher incidence angles one of the curves 'S shows a branch
that is missing in the corresponding curve V Fig 12 shows
the traveltime curves for this medium with a source-receiver

0.5- .configuration similar to that of Fig 7, except that for Fig 12
the source-receiver offsets extend up to 3000m In the
double-integration case, shown in Fig 12(a), there is an

, arnval, due to the cusps, which is the second arrival at large
I offsets. This arrival is missing in the single-integration case.For medium 2 we also computed synthetic seismograms

for a source oriented in the y-direction Fig. 13 shows the
0- Iy-components of motion for double and single integration

SINGLE \As expected, the arrival that originates front the cusp is
INTEGRATION x present in the double-integration seismograms hut absent

from the single-integration seismograms, and the arrival
times match those predicted in Fig 12. The P-wave is not

INTEGRATION evident in these seismograms, because its amplitude on the
. . . . . . . . . . . . . .. . . y-component is so much weaker than those of the S-waves

'Igure 8, Time-distance diagrams for the double- and the Figs 12 and 13 make it clear that single integration should
single-isregration seismograms The diagrams are calculated trout never be used in off-symmetry planes for media with cusps
the curves in Fig 6 and the source-recewier geometr-',n Fig 7 At in the group.velocity surface Now we will show that it
higher offsets the differences become quite large for the P-wave, should be avoided in symmetry planes, as welldue to the near.horizontal incidence and the longer ray path% We again t.omputed seismograms for medium 2 in Trable

1, but this ',me we placed the source and the receivers in the
vertical plane containing the symmetry axis, so that thecomputed by double and single integration, respectively curves %f' a'- 5, are identical Fig 14 shows the double- and

The source was a point force source in the t-direction The single-integratlion z-component seismograms for a sourcesource spectrum was a lannmig window between 10 and oriented in the x-direction The arrival times of the double
8011z The akrival times match those of Fig 8 exactly, as and single integration are identical, as -xpected However,
expected single integration gives wrong amplitudes for the S-waveOur second model is also a transversely isotropic medium sheet of the group-velocity surface containing the cusps
with a horizontal symmetry axis, but for this model the (This is the only S-wave that appears in the seismogram
group-velocity surface has cusps The elastit, stiffnesses are The other S-wave is polarized in the y-direction ) At offsets
those of medium 2 in Table I Fig 10 shows the less than the offset at which the arrival from the cusp begins,

DISTANCE (km)0 IO 20 0 10 20

Ia-

-DOUBLE INTEGRATION- -SINGLE INTEGRATION

X-COMPONENT
Figure 9. S)nihetic sciesogiams fot ithe same maldel usd in fig 8 the sou waso. ouicnted An he a daretuon, aud the u ..eeupenr, um I shown
hre Panel (a) sho.s the double- and panel (b) shows ht suugle-ntegiateu sienuagianse th t rins nateh d ,ues prmdtled In Fig 8
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'tainiitg' Ibe HORIZONTAL VELOCITIES (km/s) choose a model that will give accurate single-integration
i -4.0 4.0 traveltimes, and we demonstrate how to verify that the

S-4.0 4.0 amphtudes are accurate, as v ell The elastc stfffnesses are
ah 'i -4 0 those of medium 3 in Table 1 Note that they are identical to

ry a i na those of medium 2, with the exception of C, and Cso whosevs a branch

12 shows, values have been changed from 6 58 x I0 N m
-  

to
'e-recevr 8 70x 10N m

- 
whtch is closer to the value of 9 80x

forHl."/12 , O1N m
-2 

that would make the medtum isotropic The

m. In tIhe LJ group-velocity surface for this medium does not have cusps

there is an t The group-velocity curves W, and 6 for double and single

val at large U integration are shown in Figs 15(a)-(c) for three

ation case. 0 0 off-symmetry planes at different azimuths to the vertical

smograms L symmetry plane orthogonal to the symmetry axis These

shows the > azimuths are (a) 15', (b) 30', and (c) 45' For all azimuths
nitegration. .J _ l 'the difference between the curves g and Wi s negligible
he This is also true for other azimuths (not shown here) which
ut cstP i 2 leads us to expect that we will obtain accurate amplitudes

hut absent 1- with a single integration, for sagittal planes at any azimuth
arrival

rave is not W In Figs 16 and 17 we show double- and %ingle-integration

ade on the > seismograms for two planes. One is the symumetry plane

e S-waves. 4.0 containing the symmetry axts (Figs 16a and b) The second

:on should Flgure 10. Group velocity curves for medium 2 in Table t, tor one is a plane at an angle of 30 to the first plane (Figs 1
7
a

with cusps propagation in the vertical plane that contains the symmetry axis and b). The source-receiver geometry is that of Fig 7 The

ow that it The picture represents both W, and %,', since these curves are seismograms show z-motion for a source oriented in the

identical in symmetry planes x-direction At both azimuths, amplitudes aid travehimtes

1 in Table are accurate for single integration, is expected Our

vers in the numerical experiments (not all of ssbxh are shown here)

o that the the single-integration amplitudes are too low, and at higher confirm that the amplitude error is neghigible if the

louble- and offsets they are too large. This computation illustrates our traveltime error is negli ible Even in the scismogram in

a source earlier remarks to the effect that if the sagittal plane is near Figs 9(a) and (b). where here is a conadetaihlc traveltnine
the double a symmetry plane then amplitudes may be wrong even error, the amplitude error is very small
However, though traveltimes are correct Therefore single integration For our last modul we chose a imaterial similar to medium

'e S-wave should never be used for seismogram synthesis for strong!) 1, but we introduced a five-layer gradient zone between the
the cusps. amsotropic media, even if the sagittal plane is a symmetry source and the receivers to make the ijay leave the sagittal

ismogram plane, plane At the receiver level the stiflncsses arc those o:
I At offsets Next, we show an example of weak anisotropy We medium I and at the source level the elastc stiffnesses are
usp begins,

HORIZONTAL VELOCITIES (km/s)

-4.0 0 4.0 -40
-40 4

0 b
E DOUBLE INTEGRATION SNGLE INTEGRATION
-- /
ff1 /1

~/

< o

40 4.0 -

cat is shown Figure 11. Group velocity curses tor the same material as in -ig 14), but h ortt l ptpaeatin a pjaj.,t 45 a ith [ht ,it, |, l ptalt
din Fig 8 directions that are close to the horizontal, the curves fb, in (a) show braths that arc not pit-rt ,, the cut- S.' in t1t



T u 5

136 B. Nolte, L. N. Frazeri'nd S Mallick

0 10 2.0 3,00, 10 20 30

05

15-A

DOUBLE IN TE GRAT( ON SIN GLE I NT EGRAT 1ON

Vigure 12. Travelies calculated from the curves in Fig I I for a geometry ais ini Fig 7. hut with horizontat offsets up to 30K)o m At large
offsets an arrival in present in thc double-integration plots (a) that is absent from the singlc~intcgration plots (b)

those of medium 4, given in Table 1. Tire elastic stifinesses expected, the arrival times in the single-integration
of the layers in the gradient zone were obtained by linear seismograms ire stilt too small, because, as shown above,
interpolation between the stiffnesses of the upper and lower the traveltrate error introduced by neglecting the departure
half-spaces. Thre anisotropy decreases with depth and of a ray from the sagittal plane is mucli smatter than thre
therefore increases from source to receiver level. The traveltinte error caused by the use of incorrect group
netumograms for this model are shown in Fig. 18. The soace selocities
and the receivers are oriented in the x-directron. As We cotmputed traveltimes got this model (Fig 19),

DISTANCE (kin)
0 10 20 3.0 0 10 20 30

05ab

"10-

DOUBLE INvTEGRATION SINGLE INTEGRATIO~

11 1 1 11 H l 1 1 111111 11111111 1 i ll I ~
Figture 13. Snhtcseismograms, tot the same model as in l-ig 12 t he %ru as ,rnsmid in the drrrxrro road th, -mopoia is shoun
here P moses ate trot visible hccausi their implitudes are relatisels smal li ahrival lunt h1. cusp is proovuculi in t.t dcrlbt. iuieg'iin
seismrograms, (a). where ir is the first arrival at large rlfstis t missing in th siriglr.ru giaruon scisivugrams (h) All ati taints match thos.
in rig 12
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DISTANCE (km)
0 10 20 0 10 20

ab
0.5-

DOUBLE INTEGRATION SINGLE, INTEGRATION

Z-COMPONENT
Figure 14. Seismograms computed for medium 2 of Table I for wave propagation in the symmetry plane that contains the symmetri axis The
corresponding group.velocity curves are those of Fig l0 The source was ottenctd in the x direction, and the z-component is shown here The
slower S.wase does not appear on this component The cusp in the group velocity surface eau'sM tripicatlion of the S arrival Although the
arrival times are identical tn the double (a) and single (b) integration seismograms, the amplitudes differ

| At large

applying the first method for multilayered media that was Comparison of the traveltimes computed with this method
ntegration described above This method gives the exact single- with synthetic seismograms showed that the error
wn above, integration traveltmes and an upper limit for the introduced by the neglect of the ray leaving the sagittal
departure double-integration traveltimes We only get an upper limit plane appears to be negligible even for strongly anisotropic
than the for the latter because the traveltime is computed along the media, so that the estimated upper bound for the error is

ect group single.integration ray path in the sagiltal plane However, very close to the error itself, We also outlined an alternatise
comparison of Fig. 19 with Fig. 18 shows that both the method for computing the traveltime error prior to the

(Fig. 19), single. and the double-integration arrival times malch those computation of the synthetic seismograms

of the synthetic seismograms perfectly. This demonstrates The amplitude error can be estimated front the sagittal
that the effect of the ray leaving the sagittal plane is a minor group velocity curves 1bf, and 0, We showed that if these
one curves match for sagittal planes at a number of increasing

azimuths then the amplitudes will be accurate at any
azimuth. Generally, amplitudes appear less likely to be in

CONCLUSIONS error than traveltlimes However, one can have accurate
traveltimes and wrong amplitudes in case of strong

Computing synthetic seismograms for AA media with a anisotropy if, for example, the sagittal plane is near a
single integration can result in errors in both traveltlmes and symmetry plane Therefore, one should always use double
amplitudes If the travelimes are inaccurate, they will be integration for seismograni synthesis for strongly anisotropic
too small, since single-integration group velocities are media, even it the sagittal plane is a symmetry plane As a
greater than or equal to double-integration group velocities safe method, we suggest using single integration in
If the group-velcity surface on the medium has cusps and symmetry planea only for those models for which single
the sagittal plane is not a symmetry plane then some arrivals integration can also be used in off-symmetry planes
might be missing from the single-integration seismograms In most cases of weak anisotropy one finds that single
Single integration should not be used for these kinds of integration gives sufficiently exact results for traveltimes and
models amplitudes so that it is not necessary to use double

For iultilayer models the traveltime error inherent in integration The model used to make Figs 15-17 is a typical
single integration can be regarded as the sum of two terms (in that respect) instance of weak anisotropy
one term due to the use of an effective group-velocity curve
V' that is incorrectly large, and another term due to neglect
of the fact that the true ray leaves the sagittal plane The ACKNOWLEDGMENTS
first error tern] is relatively large and negative while the

t is shown second term is relatively small and positive Therefore it is We thank the Office of Naval Research for research
ntgration possible to estinate an upper bound for the error by support, Cray Research for computer time, the Geo-Pacific
atch those considering only the error aistng from the wrong velocities Corporation for the use of ANIVECr

'
, and Joe Dellinger

We described a method that takes advantage of this fact for many useful discussions SOEST Contbution No 2843
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DOUBLE INTEGRATION SINGLE INTEGRATION
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axs (a) 15'
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DOBEINTEGRATIOIN SNL NERO

Z-COMPONENT
Figure 16. Synthetic seismograms (z.oomponcnt) for a whole-space composed of medium 3 of Table I The source-receiser geometry is that
of Fig 7 The source was oriented in the x~direction The sagittat plane is the vertical plane containing the symmetry axis As expected. the
single-integration amplitudes ate accurate

DISTANCE (kin)

0U, 0 0 . .

IDOUBLE INTEGRATION- SINGLE INTERATION

Z-COMPONENT
Figure 17. Synthetic seinmogramns fot the same niodet as in Fig 16 for a sagittat plane at as azimuth ot Yr~ ' the %igittait pline (if F'ig lb
Again. sangtc-integtation amptitudes ate accuiate

DISTANCE (kin)

mmetty -DOUBLE INTEGRATION SINGLE NERTO

X-COMPONENT
Figure 18. Synthetic scismograms fot a model with a vertical gradient The anisoteops deirtdwsi th depth the ClistiC s11i1LfNs-s at thi.
source depth are those of mediuni 4 in Table 1, and the elastic stiffinesss at the teceisi~t dipib ire those (of mtiim I in labhLi I the
sounce-recciven gwcer) is that of Fig 7 [be source was oiieoid in the idirecion auid the A-csmnieni is %hown hete Ifit ainal tint
are still too eatly in the single-integraion seismograms (b)
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01.0 2.0 0 10 20

a *~-

0.5

1.0.

DOUBLE INTEGRATION SINGLE INTEGRATION

Figue 19. T'ime-distance plots for the same model as at Fig 18, computed along the singte~integration ray path as explained in the test.
Computed points are marked by filled Circles Both the douhltq~eration (a) and the snsgleciategration (h) arrival limes match those in Fig
18. even though the departure of the ray feam the sagittal plane seas ignored in the computation of (a)
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Abstrcat-FORTRAN code for generation of full wavefield synthetiv seismograms is presented for
two-dimenstonal horizontally layered models bounded by a free surface and a half space Model layers
are user defined by compressional and shear velocities. Q factors, densties and thicknesses The algorithm
is based on the reflectivity method and uses the propagator matrix approach Explosion (point) and double
couple (fault) sources are generated wath a moment tensor representation. As evaluation of the slowness
integrals involves time consuming numerical Harkl transforms, those computations are made with a
generalized Fiton method that saves computational time The architecture of the program is unusual
because the outermost loop is over ten 5. ral frequency and the innermost loop is ovir slowness This
permits the use of frequeneydependent scisruc velocities, necessary for causality, while gtving a factor
of seven speed-up from veetonation Thi codes are applicable for both sector computers and
workstations

Two test cases demonstrate successful applications of the codes for both honontal seismic profiles
(receivers at one depth at successively larger offsets) and for vertical seirmic profiles (receivers arrnged
in a vertical array at any offset). Receisers and source may be positioned within any layer The
seismograms display direct, refracted, reflected, and head.wavc arnv.ls and their multiples Mode
converted events ofononpressional and shear propogation a'e generated and identfied The code generates
seismograms for pressure, vertical and honZOntal displacement sensors and for models combining acoustic
and elastic layers

Key Words- S!,Ihetic seismogram. Reflectivit) method, Propagator matrix. Full wavefield response,
Vertical seismic pifle (VSP)

INTRODUCTION codes REFLSYNF and REFLSYNT (Appendix I)
These codes generate seismograms recorded either on

Most geophysical problems are studied ustng either a set of sensors at increasing horizontal distances x
the forward (direct) modeling approach or an inverse from the source, termed a horizontal seismic profile
method approach. In seismology, the Ioverse problem (HSP) or on a set of sensors at increasing vertical
may involve determining the velocity model from the depths, termed a vertical seismic profile (VSP)
observed arrival times of elastic waves at a set of (Fig I) The codes compute a full wavefield response
seimograph stations Given the velocity model, origin for a medium consisting of plane horizontal totropic
time. location, and dynamics of the source, the layers bounded abo,, by a free surface and bel)w by
computation of a seismogram displaying the wave a half-space (Fig ') Each layer is describec by its
forms of all possible seismic events expected at a compressional (longitudinal) velocity a and shear
specific location is a clastcforward problem. Specifi- (transverse) velocity P (CL and CT respectively in the
cally, the response of a stratified half space to a code), its quality factors QL and QT, and density p
general source as recorded by a sensor is known as a (RHO). Although codes for generation of secismo-
synthetic seismogram Analys.s of observed differ- grams for the situation of tyrtically incident
ences between synthetic and recorded seismograms plane waves are available widely (Frazer, Bates. and
provides insight into either the velocity (geologic) Rudman, 1985), this is not the situation for codes that
structure or the nature of the seismic source, and is are applicable to workstations and that generate both
of fundamental importance in both exploration and HSP and VSP full wave synthetics The next gener-
earthquake studies atwn of synthetic se, mogram codes are now being

In this paper ve present an algorithm for the developed for amnsotropc layers (e g Mallick and
computation of synthetic seismograms using the Frazer, 1990b, 1991)

447
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x 2 3 X ation of the Gilbert and Backus (1966) systena
7 7 v7 7 7 q 7 development using a 'Propagator Matnx' betwessuccessive layers in the stratified medium The matSV v v etnatics for the various methods hs.,e been summa

ized carefully and reviewed by Chi% Hedstrom, an• SOURCE V 7V Thigpen (1984).RECEIVER We use cyhdncal coordinates x (offst), z (depth

and 0 (azimuth) with source on the z axis an
v ' v receivers on the 0 - 0 plane The algorithm is baseZ HSP z VSP on the reflectivity method introduced by Fuchs anFingure I Source-receiver geometries for program RE- Muller (1971) and developed extensively by KenneiFLSYNF. For horizontal seismic profile (HSP) receivers are (1983) and others into a matrix representation in lbat equal increment spacing at one depth Sources may be frequency-wavenumber domain, The process involveabove or below receiver For vertical seismic profiles (VSP) transforming out the dependence of Equations (2receivers are at various specified depths at common offst and (3) on the horizontal coordinate (x) and time (t(x) distance Several source to receiver offsets may beobtained from one computation, nsig Hankel and Fourier transforms respectively t,

obtain a set of equations of the formTHEORY

Let capital bold letters denote matrices and lower CA)- -twAb+g (4
case bold letters denote veLt.ors. In a homogeneous where b is a stress-displacement vector of physicamedium, a seismic wavefield can may described by the variables referred to as the reflectivity functionsolution of the simple wave equation i - \/T. A either is a 2 X 2 matrix for an SH systen

S o(shear waves wth motion transverse to the propaS- gation direction and confined to a horizontal planeor a 4 x 4 matrix for a P/SV system [coupled cornwhere 0 is a potential function of the elastic displace. pressional (P) and shear wave (SV) propagation in tment vector u, c is the phase velocity, x represents vertical plane], and g is the source functon. In ouspace coordinates, and I ;, time. Solutions to the code the point source g is described by a momeniwave equation are given many places (e ; Aki and tensor to simulate either an explosion or a doubleRichards, 1980) However, for more realistic earth couple (earthquake) system. The algorithm presentedmodels the seismic wavefield is best developed by first here does not include the SH wave computation,reformulating the wave equation in terms of the Equation (4) takes a con% ement form if expressedmomentum equation in terms of honzontal slowness p , kj/so, where k. isthe horizontal wavenumber. Thus for P/SV waves we-pw1u - VT + f (2) have (Kennett, 1983, eq. 2.24)

,= - P 0 0 (pfl)- lP~ 0 0 (oP fu
0 P(vP-) -p(0-20 ) 0

and the constitutive relation where Uand Vare scale -,ansforms ofdlisplacement,M and N are scaled tansforms of stress, andv(3) 4pfl(7- fl/a'). Unique solutions of Equation
where e) is radian temporal frequency, f is the body (5) are obtained by imposing the bouedary conditionsforce density, C is the fourth-order elastic tensor, and of vanishing normal stress at the free surface and ofr and c are the second-order stress and stiati tensors, outgoing radiation in the lower halfspac. To obtainrespectively the oi-x domain solution, one evaluates the invers.Matrix solutions to Equations (2) and (3) are based Hankel transforms; f~r example, the vertical com-on continuity of normal stresses and displacements ponent 0 s expressed asat layer boundaries Thomson (1950) and Haskell
(1953) represented a vertically inhomogeneous 0(4,Z0)-fdopU(.p, )t1 (.p, 1) (6)medium as a stack of homogeneous layers and de-scribed up and down going waves with a matnx where H' is the Hankel function of Pype I and orderrepresentation Their approach was a special situ- 0. U(sp, z) is one ofthe components ofb obtained by
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the reflectivity method. Continuity of displacement where f(p) = iosi/ 2 )pgfi (p, x 'U( ~p), S -

'o ~and stress across layer boc:ndaries yields expressions :~x, n gp =p After some arithmetic, Frazer

for sytem of eflctin ad tanaifitonco- (1988) obtains the GFM analog of the trapzia

Sby Fuchfo aan Expicte orm for cti and t ravnsmis ad werioefr h ntra co .aid eoias
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RD3 resents a transmission down from interface z i

R"'o, _T D3 7 r-3 -ij through interface z, reflection from interface z,
r° R r° ruR° n s° 6 "followed by transmsson up from iterface z2 to

reverberation (multiple) The reflection/transmission

matrices containing the bracketed quantities of

r Equation (15), termed the reverberatn operator,. ar hImgedes all phases and multiples vithn the two
;ayers

* phand T may be calculated by adding a layer at

each Computational stage, beg()ng at the bottom of

e, the sta k of layers. The reflection and transmt on
R i rR" snd toefficent given here contain phase shifts due to the

travel time in each layer. When these de p th intervals

z(, are homogeneous layers, it is convenient to wte the
rphase shift terms explicitly Thus, R is obtained

Fgure 3, Physical vgprficanc of fecion clefcent wher R , he re flection coeficent for the interface
matrix Ro and transmon coeficzent matrix oV at de anditerction ofgions '12' nd '2Y [Eq. (17)] Modied fromKenntt,(983, fi )E " e0) (19,
downgog wavefields In layer , U, and D, are given where q ic t-e pu)e of -t and py)eld and z 

by z, - zc The phase matix E accounts for the distance

T ' (13) travelled u the corresponding layer (z - z2) in terms

Se.. of the phase velocities a and P in the layer and the
horizontal slowness p.

where Q is a wave propagator manx related to a For VSP, when there may be receivers above the
mamx of the total reflectton and transmission co- source and many receivers below the source, a some-
effioents R and T as follows what compcated use of R and T yields a rapid

h T - RDTFuiR3)The\ computation. Such topics am beyond the scope of
O -T3R i Ts ' (14) this paper but the interested reader can obtain adetailed treatment in Malhck and Frazer (988) All

To illustrate the physical meaning of the total the examples in that paper eme computed with

reflectin and transmission matrices. consider an REFLSYNF.
inhomogenous region -, <: <az, subdivided by a

honzontal plane at : z2 (Fig 3) The overall rm. ALGORnM

Two separate codes are presented in this paper,
RD - R1 + TU R13I - R'IRo[ 'TU, REFLSYNF and REFLSYNT The main code. RE-

TV -T) (-R2 R I - TD FLSYNF implements Equation (6) and computes file
WXP (binary), the synthetic seismogram equivalent

RU - Ru + T23R1( - RDR U Tu, in the frequency-distance domain at specified offsets

T3 (I - RUI-T)- (15) x and depths z for the pressure, horizontal displace.
) -R R U ment, and vertical displacement components of the

where I is the identity matrx The notation used here wavefield, REFLSYNT implements Equation (7) and
again follows Kennett (1983) An incident downward Foutier transforms WXP to the time-distance do.
travelling wave at some layer z, gives rise to a series main. This code uses a standard FFT and will not be
of reflection and transmission terms The reflection discussed further
series R1 is the reflection matnx for the '12' region REFLSYNF is summarized in a bnef flowdiagram
in isolation The matnx inverse in Equation (15) may (Fig. 4) It requires two input files, MODEL and

be expanded as a power series RESP.MODEL gives the velocity model parameters

[I - A-I = I + A + At + . (16) and RESP specifies computational parameters (de-
tails are in the code comments). Within REFLSYNF

Therefore, line I of Equation (15) may be wntten as subroutine EXECUT contains the bulk of the com.

R- = RU + TU1RU f T- UR Q Ro2)7'2+ (17) putations discussed in the earlier sections on Theory
and Matrix Reoresentation After opening files, rm-

Figure 3 shows the travel path of cach term in tialmig arrays and setting flags to identify the source

Equation (17), R" represents the reflection from the and receiver types, the frequency loop begms The
Z2 interface T1u R' 'TxU. reading right to left, rep- frequency domain response is computed for all NW
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PROGRAMREFLSYNF

¢,6 , MAINPROGRAM#

.0,92 to Open file&. Caf Stbcoutre
V SUBROUTINE MODLIN

Ogt  
Initialize. ReadkinWodpametter$. enewatedefau41parateta

Lt of N racsswy, inelts leyt e rs & ntr oclumearth ftenin
SUBROUTINE RESP#N

,nt operator, ReadIn program contrlparametem Soltsource parameters

qin the two SUBROUTINE EXECUTOpen fte itl alz Sol flags for sourva/receiver propetta.

ng a layer at Geeeadrs orooutpu s
-he bottom of Begi Caoulaons
transmission Frequency Wop (lo all frquencies up to NyquSV

Calculate p loop conIsyls
ifts due to the Layer loop
epth intervals p loo

nt to write the Iteration eqoawsls to compute the reectionansmas.on coefficients

1 is obtained Endploop
i source layer tOen

| (18) p lelde~~atopsopo

Store reflecttranssslooffidents to tds point

or the interface Resetw fleetto coefficients toO 8d tasmilssion coeffefnts to f.
Endp loopIffrecevr layer tln

(19) p Ap

Store Cefleeo n/salnn oefficients to INs point

pl)"f, and z - Endpiloop

A for the distance End layer kop

(Zi - .) in terms 
Receioer loop

he layer and the p ko
Compute dplaceameat reseonse usVg appropriate forsla loe receiver
above orbelowsouce

celvers above the Erdploop
Ie soure, a Some x loop

1T yields a rapid Fdan legra e overpto tramformptox

'ond the scope ofEndxl*1p
der can obtain a End re/ar loop

Frazer (1988) All Wntasponso tor OrJ f ,jency
withEnd frequency W~p

re computed with Endcoesloons.
SUBROUTINE BUFOUT

Wrile Mary output for *W to REFLSYeT (hih ftour/e tranlorrs to t&Me domai)

h Figure 4. Flowdiagram for program REFLSYNF (seo Appendix).
nted in this Ppe~r-

the main code, RE,

6) and computes file

smogram equivalent frequencies up to the Nyquist frequency. The layer times that are 50-60 times longer than on the Cray

in at specified offsets and receiver loops are within the frequency loop. for relatively simple models

horizontal displace" Within the layer loop, the reflection/transmission Two distinct array-source geometries are available.

t omponents of the coefficients are computed for each interface for all ray HSP is the conventional exploration configuration

ents Equation (7) and parameters and are stored separately for the special with receivers extended along a horizontal line.

he time-distance do- situalions of source and receiver layers. Iteration usually at equal increments (offsets) for the source

J FFT and will not be generates the reflection/transmssion coefficient (Fig IA). Source and receiver depths are selected by
mainx for the entire stack of layers. The receiver the user, although receivers usually are placed just

in a brief flowdiagrm loop, which %vllo*s the layer loop, includes a trans- below the free surface. VSP is associated with down-
1, file, MODEL and formation to space coordinates [evaluation of Eq. hole logging with receivers in a vertical array at

city model parameters (6)] Computations differ depending on the relative specified intervals at fixed horizontal offsets from the

tiosal parameters (de- positions of receiver and source, Both the layer and source (Fig IB), arbitrary source and receiver depths

,) Within REFLSYNF receiver loops contain p loops that vectorize. Having again are selected by the user. Further specifics on

s the bulk of the com- the outer loop over frequency and the inner loop over running of the program, available options and van-

slier sections on Theory slowness permits use of frequency-dependent seismic able names and their significance are given in the

1,fter opening files, ins- velocities This unusual vector architecture reduces program listing

,gs to Identify the source the time for computations on a Cray Y-MP by a The advantage of the reflectivity method is that it

uracy loop begins The factor of seven The code also has been tested siccess- includes all possible generalized rays within the

is computed for all NW fully on a workstation (Sun Sparcstation2) with run model, the principal disadvantage is that compu-
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ttation may require extensise computer time Compu- avoid time aliasing, and t4, intlude tumerous thin
tations are slowed by the need to (1) adequately layers in the model, to represent velocity gradients
sample the reflectivity function in wavenumber (slow- Although computing tine is not depcndent strongly
nest) space to avoid spatial aliasing on transforming on the number of offsets requested,. it io proportional
into the offset domain, (2) use many frequencies to to the number of frequencies, layeri aird wavenum
avoid wraparound in the time domain, (3) compute bees (or slowness) samples used in the integration 01
a time series longer than the interval of interest to Equation (6) Variations in speed and aicuracy for

60

40

20*

sp 10 120

fig."r ' SOT11v',hu~l r r 110-1 pit-I t1t 11 -

1'.i ottthnv i'
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rouS thin Table I Model parameters for Figure 6 -liquid layer oxer elastc layer over elastic
gradients I half space

nt strongly LAYER kHICKNESSOM CL(US) OL CT(MS) Or RH-IOOC)
ppoltional

wavenUff" 1 1.15 1 50 5000 0 0 1 0
tegraton Of .... 200 2 [ 0 1 10
ccuraoy for 2 200 250 2 44

3 HALF SPACE 600 1 300 346 150 30

different algorithms have been studied by Mallick TEST CASES
and Frazer (1987). They have discussed the advan-
tages of the use of (I) a generalized Filon's method Horizontal seismic profile
(Frazer and Gettrust, 1984) for including larger step We demonstrate the code operation for an HSP
sizes in the slowness integration of Equation (6). (2 with a simple model consisting of two layers over a
complex frequencies (Phinney, 1965) for reducing the half space and then compare it to a real seismic
time-series length, (3) careful use of phase integrals in profile. Figure 5 shows a sonobuoy profile modified
gradient zones for computational speed, and (4) from the introductory geophysics text of Dobnn and
complex velocities to incorporate Q dependence. All Savit (1988, fig 11-17). The text describes the profile
of these techniques are applied in the algorithm as a ship recording extending for a horizontal dis-
presented here. lance of 50,000 ft. The geology in the region of this

As may be the situation, there may be some profile is not given, but there are several labeled
computational pitfalls that the user may encounter, events that are identified For example, the *direct
For example, there is a linear event that seems related water wave' from source to receivers and two arrivals
to the integration window defined by the variable from a 'low-speed' and a 'high-speed' velocity refrac-
PMAX. If necessary, the event may be minimized tor (also termed head waves) are identified on the
with a careful choice of frequencies NW and sote- figure Two prominent reflections are evident at zero
gration window parameters PI, P2, P3, and P4. offset arrival times of approximately 0 15 and
Another computational problem is related to near 029 see In addition to noise superimposed on the
offset distances. The integration involving the Hankel recording, there are numerous other unidentified
function (Eq. (6)) is not applicable for near zero events These probably are related to reflections,
offsets In consequence at the near offsets arrival refractions, and multiples front a layered geologic
times of events are correct, but true amplitudes are section. In our model we presume that the profile was
larger than predicted. At this time no other problems generated by a point source within the first (oceanic)
are known to the authors Although numerous layer Although sonobuoys record only pressure ar-
models were run. time and space considerations limit rivals, we anticipate that some events on the profile
our presentation to two test eases may involve intervening S-wave mode conversions,

e.g a PSP headwave phase from the top of layer 2
Therefore, a realistic synthetic seismogran must so-

Table 2 Input files used to elude the full solution to the wave equation, including
generate HSP synthetic seis-
mogram (Fig 6) Code is run multiple arrivals and mode converted phases
wih reflsynfmodel resp We have used REFLSYNF to try to generate the

more prominent features displayed on Figure 5 and
MODEL thereby demonstrate the program's versatility in sets-

0 07.500,0,2 mic modeling. Although the geology is unknown, the
15.5,0000,1 0,01 presence of the two prominent refractions led us to

15.50oo,oo.oo,10 01o select a simple model consisting of an acoustic
I S.e00.00.s 0,.1 13 (ocean) layer over an elastic layer over an elastic half
25.20,-s 0-10.25,2 0 space Table I lists the model parameters of layer
6 0.300.-1 0,0.3 01000 thicknesses, velocities, Q values and densities These

parameters are read in to REFLSYNF from file
RESP MODEL (Table 2) Note that shear velocities and Q

Sonobooy model factors for layer 2 and the half space are not read in
512,t.300.10.002 directly, but s"ere computer generated by RE-
3 FLSYNF as default values
0. 15,25 Computational parameters are from file RESP

240 0,0.0.0 (Table 2) A record length of TSEC = 30 sec was
o computed in combination with 512 fiequencies

ine o00.00 (NW) Integration was based on a step size of DP

caGE to v-K
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0 002 to a maximum slowness of p = 1 0 sec/km. A the ASCII file plotted as a synthetic seismogram
point source was located 100 m below the free surface (Fig 6)
and 60 receivers were positioned 200 m below the free With both source and receiver in the water layer,
surfacc a, 0,25 ki i6ervis honzontaiiy from toe we have opted to generate an HSP synthetic seis-
source The maximum frequency NW selected by the mogram for a pressure receiver. Although th: syn-
user controls the characteristic appearance of the thetic seismogram (Fig 6) vas generated from just
signal. One tries to pick the lowest maximum fre- two layers over a half space, it displays numerous
quency and record length (TSEC) that generates a events. For example, model velocities allow us to
seismogram that displays readable events in the time identify the direct water wave (D) and the refracted

s, frame of interest. In summary, input files MODEL amvals (head waves) from the top of the second layer
AND RESP described in REFLSYNF comments (HI) and from the top of the half space (H2) The
generate an output file WXP which is the frequency- normally incident reflection from the bottom of the
space domain seismogram REFLSYNT uses WXP water layer (RI) arrives at zero offset at 1.53 sec, with
and a single line parameter file PARAM to generate multiples (M I and M2) at regular 1.53 sec intervals

6

AR2I
' Rt2/MI

2 .

it

PRESSURE 2 LAYERS/1ALFSPACE

0 5 is is

RANGB (KM)

Figure 6 ttSP test case pressure synthetic seismogram for liquid layer over elastic layer over elastic half
space (Table 1) Seismogram smulates sonobuoy profile of Figure 5 Prominent events identified by
apparent vlocity and curvature are D (direct water wase), H I and H2 (head waves), RI and R2 (primary

reflections), NIt and M2 (multiple reflections), and A and B (mixed mode events)
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the first 10 receivers with a moveout velocity of the shear mode Within the underlying half-space
1.51 km/sec and arrives at receiver I at 0 13 sec It (receivers 31-40) the major energy transmitted is
then is reflected from the free surface with a polarity related to the compressional mode (as determined by
change and continues as a downgomg wave Simul- the reflection/transmission coefficients) The obser-
taneously, the downgoing wave from the source vation that the low velocity chevron pattern in layer
arrives at the top of layer 2 (reeiver 20) at 0.13 see 2 consists mainly of shear wave reflections can be
and then is reflected as an upgoing wave toward the verified by running the model with the CT values set
free surface without a polarity change These up and equal to zero This generates an acoustic model that
downgoing waves generate a chevron pattern of shows no shear wave velocities and the horizontal
reverberating reflections within the first layer as synthetic at 0 I km offset shows an absence of the
observed on receivers 1-20. Because this Is an acous- pattern in layer 2
tic layer no pure shear modes are present We consider next the vertical component VSP

As each downgoing wave encounters layer 2 (re- seismograms generated at offsets of 0 1 (Fig. 7C),
cever 21), a portion ofthe wave continues downward 06km (Fig 8A) and I I km (Fig 8B). Comparison
into the second (elastic) layer as a compressional of the seismog; -ns at these three different offsets
wave and as a shear wave. The downgoing waves next shows the effect of refraction due to vertical velocity
encounter the top of the elastic half-space at 660m heterogeneity The most significant differences In-
(receiver 30). Again a portion of the energy is volvce the presence of arrivals prior to events taking
reflected as a compresstonal and shear wave, and a the direct source-receiver path in layer I This is
portion is refracted (never to return) into the half explained by recognizing that a combination of a
space as compressional and shear waves The revc,- refracted path and headwave path sees the higher
berating events in layer 2 are displayed on receivers velocities in layer 2 and in the half-space For
21-30 as a chevron pattern with an apparent com- example, the direct wave from source to receiver A
pressional velocity of 2.75 km/sec The downgoing (Fig. 9) would travel at 1 51 km/sec The headwave
linear patterns in the half space (receivers 31-40) along layer 2 travels at 2 75 km/sec and eventually
exhibit a compressional velocity of 4 S0 km/sc arrives before the direct path. Similarly. the head
characteristic of the half space wave along the half-space travels at 4 50 km/sec and

The vertical component seismogram (Fig. 7C) eventually arrives before the other events Finally, the
should display displacements of both compressional headwaves exhibit an offset and low-frequency wave-
and shear modes. In this situation, the vertical com- form similar to that predicted by theory and field
ponent of the shear mode is too small in amplitude observations (Helmbrger, 1968)
at 0.1 km offset to be apparent on the seismograms
Therefore, the vertical seismogram is similar to the CONCLUSIONS
pressure component seismogram. Synthetic seismograms computed with the reflecti-

The horizontal seismogram (Fig 7D) contains ity method and implemented by the matrix approach
both compressional and shear arrivals Within the of Kennett (1983) are applicable to both vector
acoustic layer (receivers 1-20), the horizontal com- computers (CRAY) and workstation (SUN) comp.
ponent is small and gains for all traces were adjusted tation. REFLSYNF and REFLSYNT (Appendix)
relative to trace II Some of the small oscillations have been tested extensively for both horizontal and
present on these traces are valid arrivals, but some are vertical profiles Full-wave synthetic scismograms
computational noise enhanced by the gains Within have been generated .accessfully for a variet of
layer 2 (elastic), the horizontal displacements of both models Other examples are shown is Malhck ar.d
compressional and shear modes are evident and Frazer (1987. 1988, 1990a) The authors have verified
recognizalhe by their respectivs velocities of 2 75 and the program behavior in terms of shape and polarity
0 3 km/sec As expected on a horizontal seismogram, of waveforms, relative amplitudes, generation of
the dominant event is the chevron pattern related to mode converted phases, effect of attenuation factors

(Q), and the presence of multiple events, headwaves.
a and surface waves Generation of synthetic seismo-

tat sas ane v grams that closely compare to observed seismograms
requires the user to make iterative model changes in

0A layer thickness, velocity, density, and Q The reflectiv-
275 n/ ty codes presented here lend themselves to rapidly

making these changes to match relative amplitudes
, soucE 4.5o0Vs e v and arrival times of Phases of interest
V RECEIVER V Acdnooledgmeniu-A portion of this ork ,as .arrie.

out on the Cray at the Illinois Supercomputer Center ith
VSP suppoirt rom NCSA contracts EAR910002N and EAR

Figure9 Schematic of direct and refracted head s avepaths 91OW.i3N The first author is grateful to SOEST at tht
from source to common receiver, using selocity model of University of Hawauir for his 1992 su"-'er appointment

Figure 7 Visiting Scientist while completing thi% manuscript
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2800 Woodlawn Dr., Suite 147 Honolulu, HI 96822

(808) 539-3708, reed@klawe soest hawaii.edu

Peter V. Garrod, Acting Dir Res November 16 1993
Office of Research Administration

Univ of Hawau at Manoa

Honolulu, HI 96822

Dear Sir

I'm responding to your notices requesting final project reports for my ONR contract "A Lay-
ered Approach to Analysis and Classification of Ocean Botzcm Data", award no N00014-90-J-1497
In March of this year, I resigned from the University, and formed my own consulting company Per
attached letters to the Office of Naval Research, I have converted the above referenced grant to a
contract, now adminmsterec and serviced by my new company, Oceanic Imaging Consultants

The grant was converted with both the consent and assistance of ONR and their local resident
representative, Mis Carlena Leufroy Apparently your offices were not informed in writing of these
changes

The contract is currently active, and leports are being delivered to boLh scientific officers and
our new administrative officer, Ms Mildred McGinnis at DCMAO.

Should you have any further questions, please feel free to contact me at the above address

-- -__

President, OIC

CC file, Ms Judy Rubano, SOEST Contracts/Grants office
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DEFENSE CONTRACT MANAGEMENT AREA OPERATION RESIDENCY-HONOLULU
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IN REPLY

REFERTO DCMCI-GJH 21 Oct 93

SUBJECT: Contract NO0O14-93-C-0184

TO:, Oceanic Imaging
Manoa Innovation Center Suite 147
2800 Woodlawn Drive
Honolulu HI 96822

1. Contract N00014-93-C-0184 has been delegated to this office for
administration. The Administrative Contracting Officer (ACO) is
identified below:

NAME:, Mildred E. McGinnis

ADDRESS:. DCMAOR Honolulu
Box 64110
Camp H. M. Smith, HI 96861-4110

TELEPHONE: (808)477-3712

FAX: (808)477-3391

2. Please furnish name(s) and title(s of managerial personnel who
will be my contact(s).

MILDRED E. MCGINNIS
Administrative Contracting Officer

cc:, Genesta S. Belton, PCO

Dr. Moshen Baidey, Scientific Engineer

DCMAO Japan (w/copy of contract)
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2800 Woodlawn Drive
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(808) 539-3708 , reed@laawe soest.hawau edu

July 8, 1993

TO Office of Naval Research
Code 1513 TMM

Ballston Tower 1

800 N Qoincy St
Arlington, VA 22217-5660
Fax 703-696--0993

Dear Sirs

I am writing to inform you that TRy Consulting has been dissolved and subsumed by our
new company, Oceanic Imaging, under my leadershp All the staff of TRiv Consulting continues
on with Oceanic Imaging, and some new members will join as well

As a result of this dissolution, Oceanic Imaging will take responsibility for the execution of
the proposal submitted to your offices previously by TRix Consulting enitled "A Layered Approach
to Analysis and Classification of Seafloor Data (cont )" We anticipate no changes in budget or
timing of completion of the project

We anticipate this will cause you no administrative difficulties, and thank you for ,oun
continued support

Sin

President, Oceanic Imaging

TRIV pt
fax (808) 539-3710
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4 iOn the Determination of Depth from Overlapping
Side-Scan Sonar Images

THOMAS BECKETT REED IV

The Pacific Mapping Center
Honolulu, Hawaii 96822

Abstract A method for ob:amng depth determmations from overlappmg side-scan
sonar is presented The technique is analagous to the photogrammetc method of
denving topographic measurements from aerial photographic stereo pairs In the
aerial case, image overlap is in the along-track direction and topographic
measurements are based on image parallaxsis The overlap of the sonar images is In
the across-track sense, and the look directions of the two images are opposed In
terrains -here slope is the controlling factor of image intensity, the opposite look
directions may yield radically distinct images, thus mialidating traditional
photogrammetric measurement techniques te present a new approach based on
matching Image edge features rather than image intensities The algorihm is tested
on s)nthetic inuigery generated from a bath)metric model and the results are
excellent Application to actual imagery yielded viable depth determinattions
consistent tih trend and ancillary data

Introduction

SeaMARC 11 is a 12 kHZ shallow-towed side-scan sonar system that provides sinulta-
neous acoiistic imagery and swath map bathmetry For a complete system description,
see Blackinton, Hussong, and Kosalos (1983) In all oceanic depths, the system yields
a 10-km-wide side-scan image swath and interferometric bathymctry from nadir to
600 In water depths greater than 2 9 km the bathymetric swath will ,over the full
cross-track range of the acousttc image In shallower water depths, there will be a gap
An investigator wishing to conduct a survey in waters shallower than this depth has
two choices-

(I) Conduct the survey with track lines sufficiently close to allow complete bathy-
metric coverage, thereby significantly increasing the number of tracks necessary
and thus tie survey tinme.

(2) Conduct the survey with nominal overlap of the side scan and suffer the bathy-
metric data gaps

An alternative is presented
Opposing tracks often contain up to 2 to 3 km ol overlapping side-scan data As we

can calculate the slant range to each pixel through knowledge of the nadir depth and
sequential arrival time, an unamibiguous solution for the three-dinen ional Position of
any reflector can be acquired front two opposing looks (provided we neglect the possibil-
ity that the reflector ts located above the water) through coregistrition of matching
features in the two opposite look ducuons Clearly this technique will be dependent on
the ability to coregister data from opposing tracks digitally
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Overlapping imagery holds the potential for depth determination via matching ofsimilar features in a fashion similar to that used in analysis of aerial stereo photo pairsTraditional stereoscopic methods rely on the parallax error in the location of similarobjects in images taken from distinct perspectives to calculate object height. In the usualcase with aerial photography, the overlap is in the along-track direction and the sensor-object geometries from the stereo pair have only one degree of freedom Constancy ofobject appearance allows use of the geometric displacement due to the shift in perspec-tive to determine height. For side-scan imagery, object appearance (intensity) is largelydue to incidence angle. Consequently, overlapping images from opposite look directionsare often negatives (see Figures la and b). Fault scarps illuminated from one perspectiveare shadowed from the opposite look direction Object matching is therefore nontrivial,and photogrammetric methods may fail because of this increase in the number of degrees
of freedomi

Stereoscopic Side Scan
Our approach has been to shift our attention from the mage intensity to the nature of theedges in the image For uniform surfaces edges result from changes in view-to-surfacegeometries For a fixed view location, the edge (i e , a pixel-to-pixel change is image

101

(a)
Pigure I (a) Side- ,an image ot a 5hado\.ed lault (,hite linear feature)
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as the images are discrete, by definition all nonidentical pixel transitions will yield image
edge features. However, by limiting our application of this edge-matching technique to
regions where the assumption of surface uniformity is viable, and by setting an edge
strength threshold that any candidate edge must exceed to winnow out the digitization
discontinuities, we can safely treat all edge features as indicative of breaks in surface
slope.

Our final criterion for matching edge features is depth Although this is the quantity
we were solving for, it is also an effective discriminant Like all side-scanning systems,
SeaMARC II produces nominally corrected imagery by assuming the terrain is flat
athwartshtps and at a depth equal to that beneath the towfish The cross-track pixel
position is derived by the system from the nadi depth, the slant-range travel time, and
the Pythagorean theorem We can, therefore, for any edge at some cross-track pixel
location X, invert for the actual slant range to that edge The possibility of (unknown)

Position I position 2

-- Slatl tatge

<--- Ilatfi of lBwl hoilthlv I tii

-II

Figure 2. Schematic illustration of logic used in reconstructing bathymetry from overlapping,
distorted side-scan images Because of the flat bottom assumptions of the data acquisiton SYS-
tem (Blackiton et at , 1982), images of any topographic features such as this graben will be
distorted Point B will be staged at point BI when the system is at position I and it point B2
when the system views the feature from the opposite look direction at point 2 Knowledge of
nadir depth on a ping-by-ping basis allows exact recalculation of the true slant range to an)
reflector Any qualifying feature is swung along an arc of p ssible locatios yielding the
correct depth and cross-track position at only the mtatch point Matching is based on edge
detection and type, as described in the text thus rcolving the look direction dwbignt illus-
trated in Figure I
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pixel transitions will yield image TRACK"B" VIEW FROM TRACK '1" LOOKING DOWN

this edge-matching technique to W
viable, and by setting an edge
to winnow out the digitization
indicative of breaks in surface l

pth Although this is the quant,ty
Like all side-scanning systems, VIEW FROM TRACK "A" LOOKING UP TRACK "A"

by assuming the terrain is flat
towfish The cross-track pixel
the slant-range travel time, and
edge at some cross-track pixel

;e The possibility of (unknown)

position 2 Figure 3. Test of edge-matching algorithm on synthetic data The profile at the bottom depicts a
bathymetric model of a graben, which drops from 3500 to 4100 m There is no vertical exagera-
tion The two images on the left and right are synthetic side-scan images generated from the
bathymetic model and a simple reflectance rule The bathymetric map in the middle is the result of
applying the edge-niatching algorithm to the two synthetic images

cross-track topographic relief makes the position of this edge ambiguous We alleviate
this ambiguity by swinging an arc up and down about the original position along a radios
of curvature equal to the known slant range Should this arc, associated with our de-
tected edge, intersect another arc from an opposite look direction associated with an
edge of similar type, a potential match is indicated. Should the depths calculated from
the two slant ranges and the coincident cross-track position X be equal within a selected
margin of error, a ia'-:h is signified and a depth value output

A Test of the Algorithm: Synthetic Imagery
uc of p- , s O f I'O oIIc[, ,lllntmSof pt Bl sves him III I In this section we demonstrate the efficacy of our algorithm on synthetic iniagery gener-

ated froti a specified terrain iodel The model we use is of a symmetric graben, which

drops from 3500 to 4100 us with a slope of I in 3 We generate synthetic side-scan
imagery from this model by specifying a towfish position and heading and defining a
reflectivity model. For this test, a particularly simple model is used which specifies that
a surface is black if it is sloping away from the source, gray if it is flat, and white it it is

tong bathymetry from overlapping, facing the source Two overlapping images are then generated, for paiallel tracks A and
mptions of the data acquisition sys- B south and north of the graben, respectively Figure 3 shows at the bottom a profile
features such as this graben will be across the bathynietric model of the graben and on the left and right the two synthetic

,tem is at position I and at point B2 imtages generated front this terrain model and our reflectivity function We arbitrarily
direction at point 2 Knowledge of specify the directions "up" and "down" for purposes of the algorithm
mison of the true slant range to any Note that th. images front the two tracks are negatives and that they are both
ot posible locations, yielding the
point Matching is based on edge distorted due to the fiam-bottm assumption nade by both real systems and our nodel
g the look direction ambiguity illus- side-scan system Facing surlaes are compressed, while shadowed surfaces are elon-

gated In both cases, the graben floor is comtpressed and displaced however, the edge
types, as defined by the image amplitude transitions at the inflection points, are invariant
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Figure 4. Mosaic of ScaMARC It batymetry for the two tracks shown in Figure I Data gap is
thc result of the cutoff of bh yrtry data at a took angle of 60*

igure5. A concatenation of the hathymetry data in Figure 4 and the point prodsucd by the
application of the edge-utatchiog algorithms to the overlapping portions of the insges in Figure I
as descrihed in the text
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under change of perspective. The down-dropping inflection points at the top of the
graben (being convex upward) always produce dark-to-light transitions yielding a type I
edge, and the bottom turning points, being concave upward, always produce light-to-
dark transitions, or a type 2 edge. The sense of the intensity transition must be measured
in the direction of ensonification, hence the necessity of reference to "downward"- and
'upward"-looking tracks.

The image in the middle of Figure 3 is the bathymetric map resulting from applica-
tion of our edge-matching algorithm tc he two synthetic images It recreates the original
bathymetric model to within 20 m The d, inces are due solely to round-off errors
occurring in the trunctions nc cesary to yield the integral x andy estimates required for
addressing the gridded data sets We postulate, therefore, a theoretical resolution of this

- technique on the order of 2N, where N is the dimension of the square grid cell of which
the imagery is constituted. Typical values for N could be in the range of 20 to 50 m for
standard SeaMARC 11 data,

,Tests on Real Data

The side-scan imagery shown in Figure I provides us with data for our real test of the
edge-matching algorithm Figure 4 shows the SeaMARC II bathynietry from the two
tracks. Nadir water depths -.re a 'he range of I to 2 km As described in the introduc-

eks shown in Figure I Data gap is tion, the lateral extent 'if it ahayinetric coverage is restricted, and a data gap occurs.
60- In the ndst of this data ga,, the A,'en-scan images both show a fault. The down-thrown

block appears to be to me south, oo that the fault scarp resulting from the normal
component of the faul, ineto illui'd (dark) in the Ic ver image (looking up) and
shadowed in the upper isage ,1r,j in down).

The images from both track: were st,arately mosaicked into a common grid A data
structure was defined for this togrithii t.t allows contributions from opposite look
directions to the sante mosaic grid (ell to Pso kept separate. For every cell within the
image region defined h, an f, Y coodina:s pair. there are bins for detected edges from

the "up" and "down" took turecaons Ii this example, the edge detection threshold was
set at 64 The angular range tabo ft he ,nt-e at which the edge was detected in the "flat-
bottom" image) through whicn tne uctected edges were swung was set at 15' Finally,
the depth-matching criterion was set a( 20, requiring that only edges for which the
calculated depths at one c-l1 differed by less than 20 no be used The result. con-crtenated
with the original SeaMARC II bathymetry. is shown in Figure 5

,Although the bathynetr points generated by the edge feature-matching algorithm
are admittedly sparse, they are sufficiently coherent both spatially .nd vertically to
iamp the location and topography of the major fault seen in the side-scan images
Bathymetry data were not available from another source to verify the acci-icy of these
depth determinatto,:' but the trend is consistent with both our visual inte'ieation of
these side-scan data an -he trend i ' the hnutet SeaMARC bathyictry that is avail-
able

- References

4 and ihe points produced by the Blacklinton. J G . D M Hussong, and J Kosalo, 1983 First results tros ' (oinobiaion side
portions of the images in Figure I, scan sonar and seafloor mapping system (SeaMAt"" I' t'roti'eduilcs uftl-' Offsh "e Techs

nolog, Conference, OTC 4478. 307-311
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Digital Image Processing Techniques for Enhancement and Classification

of SeaMARC II Side Scan Sonar Imagery

'NTtoxs BECEKtr REED IV

Hauasn Institule of Geophyr, Honolsla, lwan

DONALD HUSSONG

Seafloor Surveye lnternalonil, Honolulu, Hawai

The recent growth .n the production rate of digital aiie scan sonar images, coupled with the rapid
expansion of systematic seafloor exploration programs, has created a need fvr fast and quantetive
means of processing seafloor imagery Computer-aided analytics] techniques fill this need A nimber
of numerical techniques used to enhance and classify imagery produced by SeaAiARC 11, a long-range
combination side scan sonar, and bathymetrinc seafloor mapping systemn ai documented Three
categories of techniques are presented (1) preprocessing corrections (radiometric and geometric), (2)
feature extracnion, and (3) image srgn-ntation and fassificution An introduction to the corcept of
"feature vectors" is provided, along with an explanation of the method of evaluation of a texture
feature vector based upon gray-Ieve co-occurrence matrices (GLCM) An alternative to the a priori
texel (texture element) subdivision of ictuges is presented in the form of region growing and testure
analysis (REGATA) This routine provides a texture map of spatial resolution superior to that ob-
ta..able with aobitraily asigned te\el boundaries and mininmizes the possibility of mixed texture sig-
nas due to the combination of two or more textures is or arbitrarily assigned texel Computer
elassifieation of these textural features extrocted via the GLCM technique results in transformation of
images into maps of image texture These maps may eithet be interpreted in terms of the theoretical
relationships shown between texture signatures and wavelength or ronverteu to geologic maps b)
correlation of texture signatures with ground truth data These techniques are applied to SeaMARC
II side scan sonar imagery from a. arty of geologic environments, intluding ithifled and noonithifted
sedimentary formations, volcanic and sedimentary debris flows, and crystalline basulit outcrops Ap-
plicatron of the above processing steps provided not only supe-or mnags for both subjective and
quantitative analysis but also the critical ibility to discrimtat, between outcrops with distinct litho-
fogies but similar iage intensity

I INTRODUCTION shown here were acquired, they are equally applichable to
Side scan sonars have disclosed fir locatiun and, o some other digital side scan sonar data, including images frot

uohit-iaoge -,,tenis Fmlly, application of these tech-
extent, the morphology of neafloor features but have provid- tiqus im the eiihancitent inid da-ification of a vajt e ,f

-" , ' ed little of the type of quantitative information necessary for reaflooi images aie pieentd
lithologic idenutfication This quantitative imprecision, in

. '. contrast to the successes presently being enjoyed by the ter- I I Pre ious Wol.
restrial remote sensing groups, stemmed chiefly from techm- Itnt \i,,ik i itt incie pioccsiug a voluminous

cal hardware problems resulting in a lack of seafloor im ag o E -clle nt e n in i gta c imieg gperal theory s soell as

- - fidelity Now however, the application of oblective digital er pliiciis mcludc Prutt 10378], ledia [1968],
image procesming techniques to images of superior quality Rosenfild and hak 1982] and Ballard and Brown J1982]
acid mifority makes poible a more quantatt e approach Methods diiectly applicable to temote sensing data are
it the analysis and terpretaon of synoptc seafloor im-X presented by .5t, owngfrat 11981¢ lloid 119821, and %fork

ager 119801 Duda and floHi 119731 piesenit a ela,,sic text on pat-
In this report a suite of digital processing techniques for I udeo cud fla [1975] pi e las te onera-

the correction, enhancement, and classification of sonar i u ieogo-i-it flreigan 119751 decops the general
ages is presented Although these telniques are described tieoi , aid picenis iaii FORTfAN algorithms frc cluster

in reference to the long-range Sea MARC II (Sea Mapping atialy-ir
arid Remote Chrarcterication] system with ii ft trie imiiages 1i[kgiouid oik for oiiar and undfv-.ter acoustics in

geneial ate poided b) Uick 1983] Tyce [1986] and dr
Aln'tter 198o pi-avile up to date ievices of acoustic

C,,vright 198 by th. Anierican eophosi, l ULor, -atfi-mappintg $orteil
5andci, ard (n !1968] provided an early review of side

c(an seriai tcilitoqu(o and the pioblems inherent in using
Paper number 89JB00109 or lg rc idug au dir-pl,, .Muds et a [1970 produced
O118 0227/89/89J13 0040965 00 pi,, i , cd -de -naii iiag . o-tog tanpondei naviga-

.;~yr ,7469

-is.



-trlio,,vt l ipeed playback of images recorded on-FM' 0.
Beldereon-ape et af.119721 prodiiced-ssi album of

soogapacorre cted"for aloing-it 6k variations with an ' -to

m '-nua f Zorrection, eclh iquesd for rem cvimg im age dis trtio n 1 -2

Polerr1 j1978J and PJoturzzi Walo, jk9761 provided a first - a) o0-
count of the application of dligital-image processing tech- a -0 -

niqunes to side scan'sonaruimajes. Processing operiations; in.
eluded anralog-to-digitaf conversio's, pota'goeri n-40
rectifications, .contist enhanicement 'anid vsoios filtering'
operations.' Walker 11978),, Clifford 11979), and Prior et of..51

'1119701 presented' different' meth., of' producing ground 0 1 20 30 40 50 60

speed correctd and -ge'metiically, reclied sionar- images,At.c ndc d0I

although not atll are digitally based, Lousieie of s190

necessity of geoimetric and navigacionaf corrections in 20 i-- - ----
rendering these mosaics meaningful. Ttei ef al. 11981 lso i

produced corrected mosaics but stressed that total georoi b) 13 0) lion on a pixel by pixel basis, which was not available to
them More recently, Lurendyk et of. 119831 described the ___________________

results of subjecting digitized side scan imsages to the Video 01 10 20 30 40 50 60
Image Communication and Retrieval (VICAR) image pro- -Ane iof Incidence (dog I
cessungs system at California Institute of Technology's Jet Pig, 1. Ani;03r deptndtnie or the stiestrit at signal bactucatteed
Propulsion Lab ForTe and Ryan 119851 attempted to pro- from thet hottuo su a teecios or angle or irnfenrae at votnou In-

educe stereo side scan pairs from Sea MARC I imangery, $Caii ne frona3te botif (n ) Luwiu. 1082. iu a 31y roa)
although they seem to have been caught in the tautology of sbattomn rwasovbhsti,()istrogfessni og
geometric corrections based upon bathymetry which was
derived from interpretation of en-coreted side scan data

Finally, in the way of quantitativee image analysis and
pattern recognition, Pace and Dlyr 119791 conducted an crease in, proportion to the coine of the gearing angle If
analysis of bcafiooi imcage (vteuc, based on tfie measueent the seafloor is in fact fiat scrr e-tiacls, thei this prcess will
of second-order gray-level stttistis of the iis'ge By cajm- produce an inisge that is goesuirally coirett isk hizontal
hining tiansfoimations of thein own dleiiativii with those range, but f or ray bending effects Cross3-tiaCk topographc
previously utilized in the Aalysis of seuaiial imagery variations will hownever, irsult in isage distortion Specifics
jhoalueik et of, 19731, they acre able to distinguish a of this type of distoition, and iemedies loi it, are puesetet

number of known sedimentary bottom types witb greater is, section 2
than 6511% confidence Rent cf ai 11W351 deimostrated a0 The along-trick distance betwecen sonai pulses swiff be
ability to distinguish imagery of six chanses oi hroiiogeneous function of the ship's speed airi tire pulse repetition iate
sedimsent type (id, clay, manif, gravel, cobbles, anuf hould- At a typical rate of I pulse per 10 a, and a ship speed ,f
ris) on the hamis of image cepsti al (fog oi tire image power knots (4 m/s), this spacing is appiooimately 40 in The liii
specti, -n) analysis spacing is used as Ctsc nocouno slomig-track pixef dumessio

1 2 The SeaMfARt ii Systeri for the side scan data, yielding a digital image with
theoret cal grouiid resolution of 5 by 40 is WVe stress, bols

StaMARC If combines a conveiitronal side sckue soiiar with ever, that tire area of the seafloor ensiosified during sac
a bathyineiric mapping systess in a single iiiit towedf at pulse is generally much gireater than the assumred si..e of ib
depths of 100 nm or less at speeds up to 10 knois (5 m/s) In pixel, particularly in the along-track direction The effect
water depths greater thss I knm, the system produces 10 km this approximation is discussed belowe
wide data swaths, permitting 100% coverage of over 3000 Three types of amplitude gaies are applied to il
kmn of seafloor per day A complete system descriptioi s SeaMARO 11 side- scan data TPhe first is a timie varyii
given by Blackinfon etfaf, 19931 gain (TVG) which is intended to correct for cylindric

Two prcallcl, inclined arrays are mounted on each side of spreading attenuation proportional to the inverse of t1
tire SeaM/nRC If towfish Trhe pert arrays operate at I I kUte square of the travel time of the acoustic wavs asd absor;
and the starboac I at .2 ktfo to mirsnimize cros-talk By as- tion of the signal in the water (ci wohere as is the absouri
seining a nominally Piat bottom, and calcuilating tire rate at tios coefficient and f is time jt/i-ut, 19931) The secoind
which the outgoing pulse weil have swept the bottom for an angle varying gain (AVG) which is intended to cotsrect f,
-rons-track distances from nadir to 5 km athscartaliips the both the nionunilormities in the transmitted bream patte
rrttrning signal is divided into 1024 unequal inte:vals of an~d the change in backcc~attereni sigiiai~jirtmirtN , Qjevci
time, each representing a S-m-wtie swath of the seafloor differeat grazing 31rghco tFigure 1) These , ntci
Sairp1lin, rates are high for tire near-nac, r prods, and de- 1ihe-r auoiwiacall anl me not snhjtos t,- Opoiaiq 1,11,



ti n Thefinal gain is a cahing factor which is controlled by model a physical reaization of a four-dimensonal Proes s,
tlie6perAr in ieonse to the image qualfity on the ship's namely, the intejaction of sound with the seafloor The di-
ibr ii retor h s f, e n mensions of the process are the three Cartesian cooidinates

14 assuptions that the sefoor is flit, that the Iength c space, which give the position and orientation of anyof the se¢afloor enhsonified by ainy portioni of the beam i's the reflector with respect to the sonar, and the fourth dimension
prodtuct'ofthee~i'.png perdod nd~te slied 6f th~e ship, oi acoustic character (acoustic impedance and roughness)and that the gains have all beenapphiedcorrecty. are al The image is an approimation of the bottom with various"7orprosises that produce a distortd inosge of the seafloor sources of errors, Preprocessing coirections should produceOur pteproesaing steps seek to correct and ini iiothe an image that is geometrically and radiometrically correct-.2 ditortions, examples 61 which are presented later in this pa. Being geometrically correct implies that features are in their
per. correct'locatons and represented by the same spatial distri.11 The SeaMARC I bathymetric information is acquired bution of picture elements irrespective of the slant range at60 through the same transducers as the side scan data but is which they are imaged. Bei% radiometrically correct im-
processed with different hardware and software. On plies that all contributions ns indicative of actual changes

* transmission the transducer pals on each side of ihe'towfish in bottom acoustic character have been removed, Only
are driven in parallel On reception, each row in the pair is when these two citeria wie met can meaningful sublective orsampled independently Therefore any signal incident upon quantitative interpretations be conducted.the transducer at any angle off normall to the transducer face
is detected at the two rows with a different phase lsg, from 2 1 Radiance Transforaru ons Backsround SuNlruchon

Z7which the depression angle of te reflector is calculated. Three image radiometrtc artifacts are common to manyBy measuring the round trip travel time and assuming a side scan images (Figure 2) The first is the irregular bandsound speed of 1500 m/s, the slant range R to the reflector of high intensity pixels nearest to the ship's trackcan be calculated, These values for R and 0 ure converted (SeaMARC If plots strong reflectors m dark and shadows as6' to across-track distance and depth for each reflector and light, Ao the images appears as negatives) The high intensi-
contoured to produce a bathymetric map. Absolute accura- ty of these pixels i3 due to the contribution from near nor.,3Cniitied2k1 cy of 2-3% of the water depth s nominal, relative accuracy mal incidence specular and subbottom returns, which willqrivil frez., is significantly better

1,3i i.ga(a)ty only occur within the first few degrees from nadir The'ry roh[o 1 3 Obfeclires second artifact consists of lines of hig i-intensity pixels paral-
"el to the ship's track which represent surface reflections ofIn this report the original side scan sonar data have been the first bottom echo The lines nearest the ship's track areslant range corrected to a nadir reference datum to produce peg-leg (down to the bottom, up to the surface, and backimages wherein the along-track and across-track scales are down to the towfish again) multiples Similar dark linear

ngle Ii. equal Ship navigation has been merged with side scan pixel features roughly parallel to the peg-legs but at the outsidecesa will",, data to produce images free of distortions due to variable edges of the image are the first bottom multiples The pres-)TIzontoa
l towing velocity Examination of towfish attitude data, tnce of multiples in the image indicates a nadir bottom thatvgaphic recorded every second, indicates that sensor pitch, roll, and is smooth of the order of the ensonifying wavelength (12Specifics yaw are o' small magnitude and vary slowly for the images cm),resented under consideration, and hence present only minor distor- The third artifact is the swath of low-intensity pixelstin& However, for the production of multi-image mosaics, parallel to and located approximately 3 km athwartships of

vill be a total correition of attitude variations is applied, and the the ship's track on the starboard side This diminution ofion rate data are converted from a "line and pixel" coordinate system intensity is caused by an regularity in the beam pattern,
eed of 8 to a Universal Transverse Mercator prolection Given the wich the angle varying gain (AVG) has not been able toThe line above in combination with the SeaMARC II bathymetry as correct The AV is designed to correct for beam patternimension the standard SeaMARC II data set, our objectives are three- irregularities and the variation of backscatter intensity duewith a fold (1) to produce from the raw images a data set which is to change in the angle of incidence over a uniform bottomess, how- a geometrically and radiometrically correct representation of (namely, Figure 1) lowever, s) &tem problems or significantIng each the seafloor, (2) to extract from these corrected images sta- differences between the bottom being surveyed and the bot-,ze of the tistical features that can be recognized by a computer, and tom from which the AVG was designed can iesul in severe'effect of (3) to use these features to classify the images into regions of image degradation CAnter 11980] reported siilar probleiis

to the distinct acoustic and, hopefully lithologic, texture and a potential sotution for side-looking nboie radaIn order to implement these objectives, the processing (SLAR) imagery Ve have developed a hifferent method
- vasying steps include three classes of operations (I) preprocessing here which results in the rectification of the shading problem
yhindrical corrections, I" feature extraction, and (3) image as woell as the multiples and specular artifacts
.e of the cla ,sficaton lie desui result is a thematic classification In our method, a parameter set is calculated loi both portI absorp- of the images based uporn a concatrn.1iion Of statistical 'i- and starboard sides, onsisting of an average pixel iltensity
e absorb- age leatures with ground truth data (Figure 3a) for strips ol the images representing strips of the
seconid i bottom which weald be subtended by 025' biiis of the
o patters 2 forePoccIttN' CORRIS P -O beam athwartships These strips parallel the tack of the

i it SEA hARC II DATA shipand span the range ol angles Irom nadii to the least
depression angle These averages should be taken long a. I'. , A vide scee sonar image is a two-dimensionlal display of representative portion of a mosaic so thak variations in l',

iiiii'.n pxelk each with an associated intensity, which attempts to due to local geologic variatl )ns will caicel The transtc,c-
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Pit, 12 StahlAllO 11 side scan uns. eooaonnn three types of errors (1) high amplitude netar linde ilpr ular ortilrrs;
(2) peg-leg nd tree, tttoto multiplres; arid (3) swath of anomaelosly low intensity pixels on stloi hold si' due to faul'
ty beam pattern,

oration is accomplished by multiplying every pixel in the un- pearmeter sets are iortoalitef by the overall average of
age located at angle incremsent iby a factor Pj where iage, the gain of the filter is independent of the geolog.

Original 6amo settings IHswtver, spurious features Meateo
P, - / I) rthe operating susteol occur at fairly find depression an;

adding constructively in the along-track summation,
and RV is the average iq~tesity vploc of the entire Itmage yielding estimates of systematically induced crosm-ti
under onsidferation and IV, is the average intensity at tile errors lHerii0 the oftecular reflerttio'is (constrned to or
angle 1* 25' Comparison of Fgures 2 and 3b shows the nadir positions), tile peg-leg multiples (constrained It
result of this transformation The moinimtini of tite three seC(M tisol distance proportitonal to twice the fish does
artifacts is evident, whtile the true geologiit features are the suiface multiples (constrained to a depression an&[,
iminrmally Affected We refer to this correction as bck. 30'), and the beam pattern variatons (by definition a fi
giond subtraction' as it is largely A Lofiectiuts based j~or tion of Angle and ray pathi bending) will all cootril
removal of the average imtage backgroundl In malco of reli. sigificantly tw the Average cross-track profile One i%
tively constant afong-truco geology, tile pitocessitig steso this nietlial is that it does sot take oto account ray p
tavioved in generation of the parametr~e sets niay Also allow bening, s thats a paramelet file generated from a shal
a means of estimtating the angle- variat backnoatteting font- wAtvi bott ot waulil nat lie apolitiate fl image,, )

tion of the surface, suchi as seen before in Figure I -I Iiilitaitl) 1000 ili) 'leepei ii ltt-t ar tk I, A
Chanc [l10861 suggests a similar operation based upoouta~l. ph' Auitii tj- t ial li oli ih at kiti a, a . iiw

cufatton of the along-track average of eachi pixel column (eg P,t olite' i le, %eltile 1 119e ,I lilt h, a i , iitei it
1<1 <98lI ) Clearly, as the pioblerus oli~ttlI citeds I,.I Mill oIQ 1111 .it Iild' iliilt l%'Il -,at t ile lt,

seeks to correct ace angle variant, hIs mnethod will ,nuv , 1 1-- 0t..Iit a,- I--j btipl tile k, i'iv c I till I,

for data from constant wuater depth d th , f (fie J- t l l-ie or) ige 'itth I , c intierAtita

Out method assuines that variations in ;))ti tll~ l i 2taeaInf iktSiv ,uoe
to geologic variability will be randomly distribtedr relation
to the track of (the stll)~ and thus, vill dtltito ll n ' t , tilt. Ip'l t t dt "Ili ititiga it lutleL

'ett1g, a,' long as, tile data set tvvoulhe'ItNI ioltv V' I 1, 1", 11 11 k , 01 1,il i inT!i trn

-4,
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Fig. 4. Slant range correctlon go:tiy, Nominal sant t aYe sumts that the bottom is flat (rCeerenee da-
tum). Topogrsphlc deviations from thisi referen e datum will cause features to be imaged incorrec.L-, as shown by the
compression of the inward sloplng faces of the tr ugh and cliff, See text for details,

on the reference datum and consequently are imaged spuri. arrival tie/oi2) and TA is the towish ,ltitude (reference
ously, As a result, the inward sloping faces of the trough datum - fish depth) Our correction of this pixel position
and cliff have been foreshortened, and their boundaries have error is accomplished by locating the side scai, pixel for
been misplaced, which the slant range equals that of the nearest bathymetry

This displacement is contradictory to our experience from point X\Z (Recall that SeaMARC II bathymetry coordinates
photographic aerial imagery, wherein the taller objects are calculated from mesurements of depression angle and
appear to lean outward, away from the viewer. Further. time to a reflector and hence are independent of the side
more, this distortion becomes more significant closer to scan image based on the flat bottom assumption ) When a
nadir, again at odds with our experience with aerial imagery r tch is found, that pixel is placed at a cross-track position
in which the distortion decreases with a decrease in paralax el the bathymetry point X, and all those pixels between it
view angle. Finally, in mosacs containing parallel tracks and the last pixel so located ay- stretched or compressed
with opposite look directions, similar topographic features accordingly. The results of this transfor,naton are shown in
seen in different tracks will be displaced in opposite direc- Figures 5, 6, and 7 Note how the s~arp which strikes across
tions, resulting in difficulties in coregstration, not to men- the original image in Figure 5 at approximately N45"W is
tion any quantitative analysis conformed to follow the contours of the bathymetry (Figure

As an example of the magnitude of this effect, consider an 6) after the pixel relocation (Figure 7) The most significant
abysal hill rising 200 m above a reference datum of 25W0 m change in geoinctry is demonstrated by the seoindary scarp
water depth, and located 2500 m athwartships The fiat (arrowed is the raw image and the bathymetry) which is
bottom assumption will cause the peak of the hill to be shilted athwartshps by up to I km and rotated clockwise
imaged 200 m closer to the track than it actually is This by almost 20' An obvious benefit ol this rectification is
distortion increases with water depth and depression angle, that features are correctly placed on the image for interpre-
so that the same hill at a reference datum of 5000 in water tation -and survey targeting A more subtle benefit is the
depth would be misplaced by almost 430 m removal from the image of spurious cross-track compressions

As SeaMARC II gathers explicit cross-track bathymetric and rarefactions due to topography which might otherwise
information with each line of side scan data, this distortion be interpreted by both man and the computer algorithms as
caused by cross-track relief can be corrected on a local, variations in geologic character Furthermore, bottom
pixel-by-pixel basis Under the flat bottom assumption, side detect errors, caused by side swipe detection of of7 nadir
scan pixels are placed at a cross-track distance X equal to bathymetry, and their resulting effects on the side scan
(SRS+TA')u where Sit is the slant range (sound Nelocity * image can be explicitly corrected but for small zones of
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slant range-increases. the along'lrac uiHuensionI Of the area assime that strtng :efleetors, orders of magnitude larger in
ensonufied during each ping will increase from nadir to the area 'than- the beam w~idth, will have been expanded by
maxinjum slant range. This, increase in footpruint siz several additional Pixels on either aide in the along.teack
reniis u' cornpexisate1 'when tie Pixels are plotted direcion in a similar fashion, although this effect is not 36, 11
Instead, thealong~rack size Of each pi .el is assumed to be immediately conspicuous or deleterious to image quality,I
the inter-ping sasen,,, typically on the order of o0 in As Were the azimuthal beam pattern sufficiently well known rs
the bim footprint a, most slant ranges will posszess an as a functioni of depression angle, we might solve the point, it
along-track dimeniroon greater than the inter-ping spacing, spread problem in a fashion similar to that in which hyper- al
any 'sola,'ed strong reflector of linear dimension less than the bolic reflectors in seismic data are migeate back totheir
nominal pixel length will he ensonigied sever-al times (Figure correct positions tiy assuming that all points at the same
el). rhe result of thin phenomenon in the Mse scan iniage is slant range have behaved s point InYperbolic reflectors and t
demonrstrated by the multitudinous "hashmrarls' throughout should all be ingrsted equally 11la444100M, 1954) However, at
the image (Figure 9), which are isolated poiiit reflectors that the extent to i'ch point ireflectors in the side scans data-
have been repeatedly enisonied by several adjacent pings seemi to be elongated seems to, he a function of both reflectoram
and thus plotted as linear features It is also reasonable to strength arid strength in relatioii to the background, indica, t,



MMj

S§TAR AIN '1'0~ '

IM,

C4~

As"'

~4I M

1-,g ~ Iitc 11 im S A r $v Oroouon O's 4wsal4 in thttex A IiO kkud qun fil tr #n suot ....
'We.*h n "it ui..ar (or ttit pirpo§4e of m ~ i 'Toph'opr 4'hi$ tonor si kiidgv (o I ill

thr ti~- lm iiit~ Wthliietfy m~1iellIrt ~drittr b.j kit" tonbkin.

larger ill

lnd~d by

j, oiot 4RA 01' kli$. In hii A h 4~i tjh ei~ , lh l h p i iij i Iik lage ihoyri i gi -1 ihi l li n ar
Aill r, ii- t "41 I' nIl Iipl it nlligAihn'd ~ t it,4 ~ lehidi t w iht ig h t I u ll l .1 t iiititt i ni fl i i , fk.n
P11 tou Wli ltolt' ihin 40ti in.

1  
, ukitint wa itioto i F twn 1p1Od li otili A hi ike it, 6 l tinll ek,1111, h~

lh i nt l00 itlet ill iilg 11,4 - i.lhiion t 'i the ttmiii tf,,~r mev ilgk~l ovlii l tl ,.Y t .. old eI- t kll tttt1 'N I k,-

tteir ko ~ il IIM Mltiito Q.11 k~ hit t [OIi( hi b t4hi pwti budtt kithI wb l hidll i4 1t AL iI

hhto 311 KU iig I t o in ,~ ".( Ifkl lf i l, P I- tii ip lt $1 .,f it, 11- jt Ij



7478 Iii iI N LN. Li -1 %111 N ii Ci.ix,,iei o .*1u , MAtte f III ri

SHIPS TRACK 3 Fn.\xti EcirscAo

... 9'3 1 The reolnre Vector

The chief purposes of remiote sensing Imagery are detec-
tion and discrimination Synoptic imagery displays the
areal distribution of terrain surface types but usually does
not describe thc individual terrain surfaces explicitly
Although hiuman observers are clearly capable of interpret
ing such imiagery, the results are subjective, not necessarily
repeatable, and often more indicative of the interpreter than
the object Statistical analysis of image data provides an

ussosararn objective and repeatable mens of identifying, distinguish.
,01tNT SOUR CE ing, and labeling surface types Ney to this concept of

cumerical aitatysis of imagery is the term feature vector, a
numerical diocriptor of N dimensions wshiich iwill conidense
the discrimisatory information contained in the image plane

aeeeanscr n tf a single vector for each surface type
POis NT0SUR As an ee\ample, giny tone images might be described by
IN tIMAGe intensity aloiie, in which case the feature vectors would he

Fig. 8 Schematic diagram of the migration of a point relector, one-dimesioiial and areas of the image between designated
caused ky muliiple ensositrcation thiesliolds weould he classified as distinct)( IV < 50 class

1, IV > S0 = class 2) Featnre vectoms are usually iutidi.

niensional, such as from multispectral Lasilsat imagery, aiid
else discrimtiant, surfaces are hyperplanes in N-ifimensional

spaceB~ackground subtraction followed by inverse migrationi Foi siiigle-spectial images such as those produced by
diminishes the along-track stretching, in favor of roughly single-liecuuendLy Side looking sonatsaund radars, classification

1oiuieiusional piniits that ai e seveial pixels deepi Ciii, of imugeiy a'ia fuist-cidec statisticg such as mean intensity is
p ii, in particular the lowei left and uppei right poiticais of esiely viable, due to image speckle, gain changes, heam pat-
the uiages (Figures 9 and 1ll) feels variationis, sait variations iii tackscatter strength coil-

Mtler the above prepuocessitug rectificationis, side s(anl esmeitanit withi chainges in angle of inciidence, all of which
1i ages have brcei ccmiecteif within the limits of Lte can i esulc in dilfeicatL intensity values ioni a u'uiforin
i , iiiiies csuiettly sized and located, aiid pixel inteisiiy ieflector C'neujuescly, we loot, to secosd-oudei (point leha-

itwhioiis i esieitt i imt i epiesentative of actual changes iii tuonal) sitatsties Fou the classificatuiti of single spectiat
lu.lco haiscti Fiuihei piOceSSung Steps mie iieans Af imagei3 such as Siide seas idata, tLentuie (an ahsti at c uecnd

e\liactiug iquantitative inforniation froni the digital images orider featuie) is more useful

i 9 .urpiocessd SeutfAtC 11 aids seas wmage showing ruhit'ie tuashiek sh aiiuu ls psi 111 tw (1, 'Imp' I,
,-d I, il, p ......en o..f uennlioi
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Iv Invltll Figi, to Image as in Figure 0 after bacground subtraction and roigrition Note ncm,fi,"lll If, 4i i th i

lgilv Vlid hihmairk in the upp.r right and lower left portions of the image
fll t I, 1 ,'

iduced Ii)
i• rfiuati.l 2 T zlare A, a nol ld, l ll i if i i, I m i n Ii , h I 'gli iilii

Int(ivit i Tere n a innate properly of -.ll objects, hih charac-
bean Pat I erizes tile closely atat~nwovetl relief of the surface 'Textore

.i...gh on i. otrongl' statonary and pndepenient of illuination
4l, \1 ,s,,, 1,, Although if i ,lite ea.y for human ola..v.r to rerognize

iuld o Ilu and descibe tette In empirical terms (smooth, coarse rip- K " N I
p l [tItl I p ied, et ), ulil the past decade texture has been extreme--
'pi'.1,e,,,,,l resOant , quaitIfi cation Furthertnore, measres of ,mage L iL i

Ii I 1,,d levte have yet to be related to actual object dmensions,
textili vields discrimination but nolt, as vet defiitloln
Seve l i m ethods have been proposed over tile pa t dev udt ini 0lle ( -r I, . i jn II. , 1, \ 1 1 I,

for \tractilog ,tatistical texture signatures Pratl 1978 (0=()') f" 1 g f 1 . \1 I'!

Laws 1980, larahlck el at 19731 In this paper, we util i
lie gla uv nsel ioc'cciarrence Itoifrix (GLCM) Inetbuod Of tex- I .

tote analysis J.....ck e , of, 19731 o
The (C.,CM maethod reqires the creation of a seond it ' -

.ia tix Ironu .c. h econ.. ohrder exture atist e. -- .
'stirnatid Spcifie dlly let F(X,y) represeint the digital - -
.. a.a. on r a rectangular doiain I I a ,L, i= L2- V
l,= 1,2, A, iuantized to N, gray level F,a, I I,'M is

,t "ill it 4ti talls ,I idinensioin A' whose entries S(a j 0,1)
\l-~x tile nullbol ,f tone, there x',ull Inl the Ilnh 8( " T hk lp

p1h0 4dll lll~w o i- ,W Ivd b\~l, pi' f II,~1', T, 1l,,l

5) it I,, I illtll, -I op i !(I I I o(vi ,a, it I N,, " Il

L, Ii" )X "

L × ,) (,, I 1, J1111.11 ] '" ' i it I Ill 'II if ' ,J ,



7430 Itici, v, lhN-iman-, it\'noi-1 .in C. ,,ai chs i S., .MARC II Jim

To further insure rotation invariance, Haralck ef a! N N11973) ha e su gg std, taking both the average -and the range ,( -j)S(, I )/R - 19, it

of the statistics that are extracted at each anile of CORi= (9)
evaluation In general, evaluation of the matrices in the
four directions given above would allow true rotation invari-
anice for rotations of sr/2 rad, and approximate rotation where 11 jIt, cr, and ey are the means and standard devi-
invariance at ir/4, Our modification is to impose a normal- ations for the row and column sums, respectively
ized, inveme Euclidean distance weighiting scheme upon each Four of these statistics, ASM, CON, ENT, and AIDM,
neighborhood of dimension 2d so that the square neighbor- have been shown to be strong estimators of wavelength vari-
hood becomes a circle of radius d and hence rotation invari- atins and to be insensitive to variations in either look direc-
ant fReed, 19871, tion or gain settings [Reed, 19871 ISO, a feature of our own

3 3 GL f Features derivation, shows similar characteristics as the above four
features It is calculated as the sum of the differences of

Haralick et at 119731 suggested 14 features which can be orthogonal GLCMs, and is a measure of the isotropy of the
extracted from the GLOMs. Evaluation of these 14 features image
over four directions and several lags makes for a rather The means and ranges for these statstics may be
unwieldy data set to use directly as a feature vector, to say evaluated for one or more distances of separation The
nothing of being able to visualize the resulting class cluster- resulting set of statistics forms a feature vector of dimension
ing Furthermore, for a fixed number of samples, there is an N, which describes the texture of that portion of the image
optimal measurement complexity, beyond which increasing over which the features were evaluated and by which that
the vector dimensionality does not necessarily increase section of the image will be classified
classification accuracy (Schowegerdt, 19831 As
classification time for a feature vector of dimension N is 3 4 Evaluation of Image Texture With the GLCM
proportional to NI(N-I) [Swam and Davis, 1978], smaller To evaluate the texture of an entire image, the image is
feature vectors are better first divided into rectangular cells referred to as "texels" To

Fortunately, some of the features ti thin set are strongly optimize the potential of this texture routine, these tels
correlated with each other The Karheunen-Loev transfor- should contain at least NG' pi els, where NG s the
mation or principal component analysis (PCA) [Swain and number of gray levels to which the image has been quantized
Davis, 19781 provides a means for detecting this correlation jPratt, 1978] in order to maximize the possibility of measur-
and reducing the dimensionality of the data set ig real image texture variations

Five of the original 14 features which have shown low For images quantized to 8 bits, resulting in ro gray l-
correlation in PCA analysis are utilized here They are els, not only would the evaluation and storage requirements

of several 256 by 256 co occurrence matrices become prohibi-
Angular second moment tive, but also the texels would be so large as to be meaning-

less for all but the most uniform images Aside from simple
N N resolution considerations, this loss of significance is due to

ASM-=. (S1 ) (5) the fact that as texel size increases, the probability of creat-
,.))_I R ing a cell of mixed textures (a "mixel") similarly increases

To minimize the size of the texels without seriously violating
Contrast the pixel volume requirements, the data are resealed by the

mean and variance of the entire image to a smaller number
of intensity values, generally 16 or 32 Following this

texel, and the desired feature vectors are then extracted
CON- The remaining task is to sudiivide the image into texturally

- [Ii- n (6) distinct regions on the basis of each texel's n-dimensional
feature vector

Entropy I (i. xIAsicAnon

N N The vbject of classifleatiun iv to assign each pixel or texel
) ( of sit isiage, defined by its feature vector, to a ceitain class,

R R in such a way that the specific error criterion is minimized
In order to do this, the (uoiputer must be able to determine
the classes that exist in ai image This list of classes inust

Angular iiiverse difference moment be exhautive, separable, aid of iformational value flav-
ing deteiviised the classes piesent in the data, the computer

NN) must deermine to which class every pixel or texel is most

AWlM= , FS(,,)/((I+(:-j ))*I) (8) likely to belong The desired result is a map mii which the
pixels or texels of the original insge have bees replaced with

s)inbols, repiesenting the theratic group to which the
Correlation feature sector loi that point belongs There are, in general,
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two aproahes to achieving this end supervised and unsu- y Bowidete between centenide 48
pervised classification.

(9) 4.5 Unlernsed Classification ~W
Unsvpervised clssification is best described as clustering ' * * -

lard devi. The foere vectors of a subset of the image are submitted * ' P
to a clustering algorithm to determine the natUral groupings \ s ~ * *

id AIDM, in the daia that exist in iti-dimensional feature apace, where AA
ngth vari in en the number of statistical features (extracted from the A NV ~ , ... ~.
sob direc- co-coccurrence matrices) By submitting a small, heterogene- A A P
4 our own osis sample population of tesels, itbis hoped that representa- A *
bove feu r tive natural groups may be determined. Altho 'Ugh these A~
erences of numeric groups may or may nut have discernable properties
ipy of the in the imsge or in the physical world, they may still be used '

as the classes into wehich all remaining feature vectors mayX
may he he classifieid MieantingMu classes mould then be extracted Fie, 12. A Sue-elmss (stars and trianeleol, two-diruensin Ix asd y)i

ion The with lice aril of ground truth and historical data, luiteting esample A simiplitic classilcuatiss scheme would issume
dimnson The clustiering algorithm utilized in thin work is a SbaS She two clases bad ecqoal variances, and place tbt dicrinosntdimesio ra hbundary balfway btoween Sthe class tentirds (the wld lise) OurShe image modified version of the clssic K-means algorithm tHurlig n, imodifitcations ito normalize Slie inteeluster distances by tbe closter

chich that 19l751 The traditional algorithm is initiaizred by assuming virianses. thus resultine in 'iupre iplicement of the discriminant
the existence of K classs, with K to he specified by the boandury (the dashed line)
operator, for which K approximate initial mean vectors are
choren Thre initial K mean vectors may either be chosen

imasge is randomis' scsrigsrd by the operator, or defined by the data minimally distant, then the cluskt means are recomputed,
roela " To In the stiesi apprcoach, which we utilize, the scalar sum of and thle process iterates until thic is so significant change
lee tesels each vector's compoest is calculated, and the vector is mi- is the piel assignents horn one iteration to She scxt Iii

Gis the tially assigned to ihat class K for which its sum represents llilcgacc's approach, K classe, are Icssuifedl at the stoi 11
quantized the kiSb fractional part of the range of the sums The mean at Ilie eiri of an iteiatoci, one clas, is foundrs to havii, rs

in esser. vector is She vector that defines the centroid of the Kth embiers, Ilie ioutice teimiisrs, usually iwithin Uns icSaICsl
cluster Every Sesel of the training data set is then assigned tory clasification The imodification dlevelopedin atllis

gray ley. to that class to wehichc its feature vector is least distant 'Ocs- paper, in the event of sic eipty class, is io secidi rice
luirements lance 5 scensured in teems of the Euclidean distance, defined iecainn classes for the class with the hcighcest valiance,
ce prohibi- as split it, repartilcon tire vectors, and coictinue She Reclatronso
, meaning. ED uI(,-A,,))~10 A further modificatior sue have added is to comspute tire
om simple , iintraclass; to interclass class valisnce ratio (F statistic) for
is due to each of the classes at convergence Any class whc'ss F
y of~c c ea, trwhrd s h ve t y fieatur vcluter; Ali, is the length-n statistic exceeds a threshold TP is split, inrcreasing the

inceass cntoldvecorof ileIthclste, ad D is thei r number of classes to Ks-I, and tire algorithim rerrrrtratei
Ivoaig Euiclidean distaste (Firgure 11) After all feature vectors 4 2 Supervised Classifiruliosled by the have bers assigneid to that cluster from which they are

ec number Superuisedi classification caill he uisd he ro uer hass supple-
,wing this mcentary inforniatios inicaing bothi tire existence And Inca-
dffor each 4 NI>,05ANEW fCTO tios of honmogeneous, representative sanplesA of cveiy class Ii
extracted ,ii'essrt cseceistire image This suipplemestary infocrmationr usually cesres
texturally in the focus of historical data (maps, reports, err ) or giociro
inessional * truth data (samples, phiotographcs, etcr) Itis imprtanit thar

- ,, - c 'ku all classes are representeid arid thai the samples rived to
- represent them contiarinr i rsc\els Once a representative

~ t~'~gdata set is obtined, the average textural sector sard isO
standiard dleciatisri are calculated for each class, all oilier

telr class, t exels niay lie placed in the class to wiich they are rst
oiicas, , sririiar, according to erie of several classification coccinie,,
detnrmieI a Several, currently available roiutines are ihe rirrrrrarcr dcc-

deemunS lauce classifies [Scholz ii at, 19791, tire Ilayes si5\iicsiu-asses msM2likelihood approach IDada anid Ilurl, 197a), and eorranrior,clue Ilav- and char aciecicatiorr of ioru.:-gerecom chlci t5 (EC11O) Rcc
escomputer X2. rig serd Lancdgreet 1976 ic I li ercmparion of hc, ii,

W i mstsci eral other clasoificationi kolic Inc tire c laseifir anon 'I,which the fc ig1 (iiapi ic rvavitle ot Eucelcdean distance macasuenices I%/' Landmtl MSS data for agrirulinial ar eaa, Sc/cal, 0 at 11971),
flaced with -S lf2 tee, il. ci ol (eiio fIcan) sectors frthile iwo caunts Ni
which the ne,trc is bt ci isietr Tire Euclidess dcutai, is measured as detectecd a slightS but -ncco icrnt kilii0 J rq tics iiiicicii

in geneal, ~ l~is , I' 'i,s,c,I Ices Assarvfine equal 1_aimsenses, lice ,ec- dislaire cjcliracli Ysei rce Ilce methyl, \\e uiscdeicoiocn gecral I i, I o lscruc I. lie olo ti- cesent'd b) Afti modified oc'rsro ofI lisI citi osie -Il dcccata (Inigilfic 121
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Plate in I Reed send liwon ej StASIARC 11 side soen otsile or Urns Basin. Blick lint shos position of t eisnsi lone
CDP. I with respeu to the ige.

tile steep back side of the volcanic mnnond Many olte; of the inmage and N16 texels along track, where A' is tile
smnaller mcuniln occur is tine lower Portion of the imnage nomineer of pings in tii image In this examphle tine image
Tine large lava flow apparently ciosses the tranfoini, fnoll consists of approsiniately 120 ping, and thus a total of 2200
scrp, wnhich is downdeupped to the upper righti poitwo A texcis result from the subdivision The pixels in eaich teiri
the image were re-quantized to 16 itensity kevels by dividing tine origi.

Application of line GLCMi textural anaflysis to the im.,e nsf inteamty values by 16 and rounding to the siesreSt
ferst requires image subdivision into teeln 250 io oil a sikle, ifiteger Statistical tire signatures consisting of die
Pachi containing 2M pixels Each icoel spans si\ pnigs jod ineans and ranges for the features ENT, ASM, CON, 1S0,
19 pixels, so that there are 40 trels acteos the 10 kin indili aisi AISM evaluated at look directions of 0., .15', 90', siid

a

vi
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135' and laj of length lwere calculated for each of the tex- indicated several other possible outcrops of dolomiciit ,

els.
, 'As'no bott6mzaoplenswere availableto us, the 2800 which m1ght not have been either detected or discriminated

five-dimension l-txure'vectors were'blwaied in the unsu- other dark on a visuial'basis

p " iedmbde, wtii our mbdified K-meais lustering algo- Although the distribution of the magenta texels aboutthe
'-itm ' -ren ovalgives the impression of a synclinal or-anticlinal

'Clustering. of these -2800 texture -vectors into the six fomai, meltichanel seismic data collected in this hrea

elasse'resuf ted~n inheaesmjmaap,showi in' Figure 14 argu e-.gaInstthis interpretation (Figure 15 [after Iussong

lNote'how, the black texels~delineate the.genera outline of dzd V'rpermae, 19811) The inflection point on the depth

the laVa' fow, Specifically, note the continuity of textural secion,(arrwed) where the strata change from landvard

nmapping across the ship's track in the.flo"w, irrospecitve of 'dipping to seaward dipping, corresponds approximately with

the near-nadir average -intensity variations in the side scan the~esstern'edge of the oval sediment pond seen in the'side

image (Figure, I3), demonstrating-ne- of the chief advan- sean mosaic in Piate lII Consequently, the dark outcrfops

tages of textural analysis, i.e., its 'Immunity to west of the pond which are mapped by magenta texels are

e amisclassificationdue to spurious variations in intensity the taps of'landward dipping Strata, stratigraphicaily low'ar
'I'th' in the dark outcrops similarly mapped to the east of the

'5 2 Tortare Anesiso of the eima Bain pond, 'The fact that texture analynis has mapped strati-

Despite the absence of a relationship between texsral Sig- giphically distinct outcrops as simifar does not necessarily

nature and ini rinsle surface character, 'texture analysis mandate'that they be the same formation, but rather that

thematic maps can be produced 'and the thematic unis they POsess similar acoustic properties, in particular, rough-

assigned to hthologies, A portion of a mosaic depicting part ness or induration

of the continental slope offshore of Peru referred to as the 5 3 Region Growing .- ReGA TA
LiAma Basin htusson'g it at., 1985i appears in Plate lIa The

Cn lighter portions of the image represent unlithified, hemi- The texef, the basic unit upon which the analysis is based,

pelagic sediments The darker areas represent hthlfied Ne- i5 assumed to contain a subset of the image data which

gene sediments, mostly micritus and dolomicrites of varying possesses only one homosgeneous texture The probability of

degrees of ithification and brecciation IL D Kulm, per- spatial homogeneity of a iandoinly placed rectangle increases

c N is the anal communication, 1985) The parallel and subparallel as the texel size decieases For the GLCM to be a reason-

- the image lineations striking N45*
\V are also outcrops of bedded able estimator of the image foint probability distribution,

Ltal of 2800 nucritta Ground truth for the area comes from dredging (L the texel should contani at least NO pixels, where NO is the

each texel D Kulm, persona! communication, 1986) Unlortunatel), as number of gray levels to which the image is qiantined (nec-

ig the origi- the length of seafloor covered by most dredges ws long in tion 3 4) The texel therefore can neither be shrunk below a

the nearest relation to the variation of outcrop type visible in the side minimun size without compromising the textural analysis

Ing of the scan image, and as the contents of most dredges were litho- nor increased drastically without encountering an unaccept-

CON, ISO, logically heterogeneous, most outcrops could not be corre- able number of mixels As a compromise between spatial

,90', and lated to specific samples However, dredge MW85-l sam- resolution contiolled by texel size and resolution of textural

pled the dark outcrop, labeled "dolomite" in Plate :a, and features as controlled by the number of intervals to which

yielded only dolomicrites, of generally a strongly brecated the data are quantized, we have employed a te'el measuring

character Due to the 'mixed bag' nature of the other approximately 250 as on a side, containing 294 pixels quan-

dredges, we were limited to two definitive sample types
hemillagic sediments cored from the sediment pond and
the dredged dolomicrite 00 I00 115

Textural analysis was conducted as described in section 0t

5 1 for the areas of the image coincident with the bottom -O

sample locations Mean texture vectors consisting of the six
statistics CON, ASM, ENT, ENR, COR, and ISO and their
associated standard deviations were calculated from the tex-

es in the vicinity of the samples The entire mesaic was -4

then subdivided into 250-e texels from which texture Yec-

tos were evaluated The texels were classified in the super-
vised mode with the sinimum-distance cla. !fier (section 6

4 3) Those texels whose texture vectors were distinct from
the mean vectors representing either dolomierite or hemi.

pelagic sediments by more than twice the standard deviation
of either class were lumped in a third category' anything
else The three categories of sediments, dolomierites, and

anything else were assigned the colors of green, magenta,
and yellow respectively, and their texels were colored accord- 12

ingly The result is shown in Plate lb (Plate lb is shown

here in black and white The color version can be found in

the separate color section in this issue ) The oval basin con- Fig. 15. Potioan of CDP-1. a 24-channel common depth point se-

tammng the hemipelagic sediments is clealy outlined, as iS ismic line gathered b) Stiscom Delt, Inc, as part of the Nazea

t the outciop of dolomi rite at its NW tip Magenta texels Plate projeet I Iluc'n aid ll'ptrvian, 10811



-6 gra -l vels As thbe gy-icale' fecrde's usedfor region, growing requirements- must be reasonably lax, to

d4iplaymg the inmage daa are apable of pioducmi only.16 prevent assifications composed entirely of boundary 6ellsoit
-gray level;of which huma observeis are raely able todis- is, imperativeL that the cell be annexed to the cmost ,smilar.
-gen, more-than xtue a i v or region w-bich passes the second test and not-just the first

.sihtyabove ;_,whati is inni Iab t0 ithe iy; ren, egion to sioio.
1970 ' - - As a region grows, its mean and variance are recomputed,

In-order to increase both the'tixtut -a d atial resolu- and the ilkels within the annexed cell augment the four
tin wenhave deigned An image kmiinlton routine which GLMs associated-with the region After the last cellfrom
icorporates " tics-and image i0 kithei 'thla di'fide thei' line currently' in memory has been, clasified,, all

the image into a prori boses'shehiry or mr rio ri taln nisbi are checked for growth in the last iteration., If-they
hom oigeneousz patterns, we- seek. via daa' eioiriled, ed-iabeTiot grow n; they are considered closed, and their assec-
sions, a-subdivisioh of the image info "losed'regibnis oflim- tedGLCMs are submitted to a subroutine which extracts
ited spatial heterogeneity Onefeature vectorowlf thn,be - the-standard six.dimenfional- texture feature vector. The
used to'represent eah 6sed'region Byai.imgegd;s't t 'xtere vector.and all the pixels is the region from which-it
grow to their naturaloiundrlies, the probatility 6f piodu- was extracted sue then assigned a region number and written
ing !mixels", is stroIglyredded!, A-the regions wvillin gen- out b'a storage file.,
eral~be' iarier-tha3te previously.used texels, 'classification W hei ihe routine trminates at the end of the data file,
time wil'- e,-i'eduu concomitgint 'with he id'scltio in all remaining open regions are closed by the routine and
num ber'of f'eatu e ,eors analyzed foitexxture The resulting list of region-numbeied,

The following describes the implementation of Region feature vectors are submitted to an unsupervised cluster
Growing and Texture ,Analysis (ReOATA) "a bottom-up analysis. The region numbers map the regions to the feature
region-growing routine. SeaMARC II' data are stored in vectors in the clusters, and all pixels in all regions with sim-
rec rds, line-interleaved-by-pixel Two records, containing larly clustered feature vectors are mapped similarly
two pings of 984 port, and 984 starboard pixels, are 'read The benefita'of this routine are threefold computational
in The data for port and starboard are 'subdivided into speed, increased spatial resolution, and mcreased textural
cells containing two lines of 16 pixels 5ach- The mean inte- fidelity. We stated above without proof that, there would be
sity and variance are calculated for each of these,32-pixel fewer regions resultant front this method than texels from
cells Two tests are then conducted The first determines if the arbitrary division of the image The iituitive proof for
the cell is repsonably homogeneous, in order to separate the this lies in the definition of texel as the largest tesslation
cells into the categories of "region" and "boundary." Those unlikely to transect image region boundaries If the regions

cells which do not bass this test of limited heterogeneity are are allowed to grow to their natural boundaries, which the
assumed to span two regions and hence are labeled as boun- texels are designed to avoid Intersection of, then the grown
dary cells An option in \he program allows these cells to regions will be larger and fewer in number than those result-
be either flgged as nonregion cells or quartered and annexed ing from an arbitrary texel subdivision of the image Fewer
to the most similar adjacent region Ketfig and Landgrele regions mean fewer calls to the feature extraction subroutiie
[19761 propose a test which we utilize here, conssting of the and fewer vectors to classify. Furthermore, the algorithm
ratio of the cell standard deviation to the cell mean., If this requires but one pass through the data to produce a segmen.
btatistic falls above some heuristic threshold, the cell is tation with texture vectors and requires only four lines of
labeled as a boundary. As sonar images are inherently data in memqry at any one time
noisy, this threshold should be fairly high to avoid the The cell dimension of 2 lines by 16 pixels results in a lim-
classification of the entire image as boundaries iting resolution of approximately $0 in Tis cell size was

The second test es the basis of annexation and region chosen bec,,use it allo%%s quartering of (lie cells in the event
growing For purposes of illustration, the top of the image of a boinidaiy das ification The number of pixels, 32, alse,
under consideration is labeled north Cell classification and straddles the 'mall sampling theory/large sampiiigtlory
region growing proceeds west to east, and lines are read in boundary, so that paiametiii. and nonparaietric tests ate
noith to south Each classified cell has an associated flag approximately equally valid
whiic indicates its status as either a boundary or region Finally, growing regions of linited heterogeneity minin.
cell If it is a boundary cell, there is no need to compare it iis the intercontamiation of texture signpaeres by each
to the cell under consideration If it is a region cell, it has other, or by boundaries, neither of which ate likely to result
saociated with it the mean and variance of the region of in a representative signature, GLCNIs froni laiger regions
wlii it is a nember This region can consist of one or will contair more entries aii hence will yield bet.ter esti,
more cells The cell under consideration is compared to the mates of image textuie 3y minimizing mixing and isereas
region cells inmediately adjacent in the west, northwest, ing estimate fidelity, tIe clusters formed in the unsupervised
noith, and nertbeast directions Comparison in these four classification step should be tighter, resulting in better
directions minimizes imposition of boundary direction prefer. discriminant boundaies in the classification n space, and
,nces within the linitations of the cell teoselation The logic less ranlisuon in the image plane
of the comparison is that if two cells are neighbors and pos- One of the other benefits of the region giouiig method is
sem similar average value, they probably represent a uai- that as the regions that result are in geneial larger than the
foem, connected surface in the object plane and hence should pieviously used texels, the iuge need not be requintized to
be annexed and similarly classified such a small snmbei of gray levels pecfically, regions

The compairson can be oii the bas's of either a parametric often grow to contain hundreds to thousands of cells, each
Student' t test and F statistic, or the nonparametric containing 32 pixels If we analyze all closed regions for tex-
miiimally distant means, at the operator's discretiun As iuie, bit only use those mth more than 100 sells foi deter-

--------------------------------------------------------- I
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Plate tq Rced nd id Huwnig ,. SenS4ARO 11 side scas itat of [in% Blasin, Bllack line shows piwilivo of $eisnlic lone
CDP.-I with respeet to the image.

the steep back side of the volcanic iaoundil vii, othei of the image and N16l texels along ti(aiL, whei.c A' is the
smaller mounds Occur in the lower portion of the iinige numhei of pings in the image In this exsimple the image
The laige lava flow apparently ciones the transfoini lault ConsW3 l.ipivmel 2 igan hsaica l20

scalp, which is elowndropped to the upper right poition of lexels irsult liwii the subdivivsng The pi~els in eaich level
the Image were ee-qiantized to 16 intensity levels by dividing the origi.

Application of the GLOM te*,tural analysis to the image nal intensity valve., by IS and coseding to the nesiest
first xequires image subdivision into texels 250 in on a side, integei Stablikal textiiie sigflaiuies konsmssg of the
each containing 291 pixels Each level spansix pings and means and ianges, for the leatuiew ENT, ASMi, CJON, ISO,
49 pixels, so that there are 40 texels across the l10n Lavidth and AISIM tvaluated at look, duiectionc ol 0', 15", 90', and

11i,1 it 11-'4ar-d~b' TIhe.-,athewai map of m-oi laiwa in P!,". lI a
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135-*aid lag of length, F-Were calclated for each of the tee- indicated- several other pIsil otrPs .:dlmirt

fi ''m Ai6:o i~amlnv~r aaabesge~8O which might not have been eitbsr detected ordiiinae
fivecdmensibnaliexture vktors ii clisifiediin the u from 6thei dark ou -rPs on aisial basis

clusteringdalgo& Athonugh thri distribution of the magenta texels abocut the,

rithm ~~~green oval givest telipesreion of a syncieloaniial

.Clustering tof 'tee W80~exture Vitcr ino "esx formation, multicbainell sainic data coillecte in'zthis area

clasea'reuiled~n tdhematic map shown. inFigure 14. ar1ue against this int~erpretation (Figure-15'Jafte &iuson#

Notel how- the black texel s, Idelineate ,thne~g erl'utine of e ;,nd Wirmiran, 19811i The inflecton -point on the depth

the'lava- flow' SPecifically, nte~thri continuity, dtsxtiral' section (acrowed) w here the strata chanige ftrm "landward

t,. mapping atiess the ship's tcack~in the flow,ir~ eiv of dIpp tsewddipncrgpndsprxnrieywt

the necar-nadir averae intenit(y variations in ' thes.idescan the eaistern edgc of~thi ovilsediiaent pond seen in the side

image '(6jiguje3): dmntrating, one, of; the, chief 'advan- neian mosaic un-Plate la Conseuenitly, ,thedakotrp
$oe f-etertaayis, a_ its immunity to west of the piond nhich are maipped by magentai texels aife

misclassifiCatin due to-spiurious v riatsminintesin os fIewr dippiung strata, satg phellowdser
Anulfun of liC - -than the 'dar outcrop$ s.midarly, mapped to th6 ear of Ahe

'S eture nafs J ri_ h hma '#sirrponi. The, fact thiat texture analysis has mnappe d strati-

D~espite the absence of ri relatirinnhip betweentextural cig- grajuhically-disinct outcrops as similar does noii, csrl

nature 'and intrinsic iu~rface chncacter, teiture analysis mandate that'tlhey be the same formation, but rher'that

theinati riajm a-be 'procd aeid the -thiai nt they possess similar acoustic properties, in particular, rouna

assigned t lithol6jt6, kportion of's mosaic depicting Pa esrt Inuato

of the'ontinentail slope 'offsb ;re of Peiu referred to 'as the Region Growing .. ReGATA
L~i'r Basin joonisiin ci at.' 19851 appears in Plate Ina The ebscui pnwihteaayi sbsd

hue ~~lighter p&tio'ns' of the image represent unlithified, hemi- The texel, thebscuiupn hihtealysisbed

pelagic sedimeiits The darker areas represent lithified Neo-. is assumed to contain a subset of the image data which

gene sedimsents, mostly micrites and dolomicrites of varying posseonynehmgcisteti'Terbaltyf
degree of' lithificition'and brecciatien (L 'D. Kuim, per- spatial homogencity of a isedomly placed rectangle increases

iretN . ine. sonaf communication, 1005) The 'paraflki and nubparallel as thne tocci sine decrease, For en, GCM to boe resson-

il te -l'X Iineations striking "l'1W arm also outcrops of bedded able estimator of the image joint piobability dis tribution,

W&ota of80- ricrites Grouind truth for the area comes fromt dredging (L. the tenet should contain at least NG pixels, where NG in the

ioe~hnX&~i~ D~ ulin, prsoal cssmiiictio, IOS) nfotunaely as number of gray levels to which the image in quiantized (seri.

linig'b~''~' he engh o seflor cverd b mot dedgs sas onginn tion 3.4) The tendl therefore ran neither be shrunk below a

)-the nees relation'to, the variation of outcrop type visible in the side minimum sine without compromising the textural analysis

tw'gloqoe sca image, aind as thle contents of most dredges were lithe- nor increased drastically without encountering sri unsecep

-iCO I S loicll heeoems motoieocul o ecre able number of iiels As a compromise between spatial

IS''~9'~iid" ated to spt4:ific samples However, dredge hM8-hI san. resolution controlled by texel sire and resolution of textural

pled the dark outcrop, labeled "dolomite' in Plate In, and features as controlled by the number of intervals to swhich

yielded only dolomiceite, of generally a strongly brecciated the data are quantized, wee have employed a level measurting

character. D~ue to the "mind hag" nature of the other approximately 1150 mn on a side, containing 204 piucls quan-

dredges, we %vene limited to two definitive sample types:
hemnipeligie sediments cored from the sediment pond and

the dredged dolomicrite 800I

Textural analyses sas conducted as described in section 608 0i1

531 for the areas of the image coincident with the bottom i$-0

sample locations. Mean texture vectors consisting of the six
statistics CON, ASM, ENT, ENR, COR, arid ISO and their
associated standard deviations were calculated from the ten-
ells in the vicinity of the iamples, The entire mosaic was
then subdivided into 550-na tenels from which texture vec-

tors weere evaluated The tecxels were classified in the super-
vised mode with the mininum-distonce classifier (section6
4 3), Trhose tendls whose texture vectors were distinct from,
the mean vectors representing either dofossicente or hemi-
pelagic sediments by mare than twice thne standard deviation
of either class were lumped in a third category: anything
else. The three categories of sediments, ilooicrites, and
anything else swere assigned the colors of green, magenta,
and yellow respectively, and their tenets. scee colored accord- 1

ingly. The result is shiown in Plate 16 (Plate It is shown-
here in black and white The color version can be found in v, - - ,-

the neparat'r color section in thin issue ) The oval basin con- Fg SPiino D-,n2-bne siu et on n

ineyni tinin th heipeagi seimets s cealy outlined, as is amie line gatbened by Oeineomn Delta, lec, no peat ef the flansa

the outcrop of dolosicrite at its NW tip Magenta texels Platt Pioect I Ifusona d iprperwoai, 198t)
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tied~t to :Sgray-lees, As the gray-scale recorders used.for region growing requuements must be reasonably lax to
displaying the image data' are capable of producing only 16 prevent classifications composed entirely of boundary cells, it
gray levels, olwhich bhusan observers are rarely able to d- is imperative that the cell be annexed to the most simila
cern more than, 8, texture anaysi at this level is at or region wlach passes the second test and not lust te first

thghtly'ov ha d~ ab ttheye j~regory, regioi tos do.
1970 As- region grows, it mean and variance are recomputed,

In, order-to increase both the te\turM and spatialresolu- andthe pixels within the annexed cell augment thefour
tion, we have designidsan imsge segrixentation rou tine.suhich GLCMs assecited with the regton After the last cell from
incorporates semantics, and image daia, Rather'than divide thi .two'lisc currently in-memory has-been classified, all
the image into a priori boxes htich may or may not contan regions are checked for growth in the last iteration If they

'homogeneous patterns. ue seek, via data- controlled deci- have not grown, they are considered closed, and their associ-
sns a subdivision of'the image into closedreg Ais of tim- atd GLCMs are submitted to a subroutine which extrats
ited spatial heterogeneity. One feature vector hill' then be the standlird six-dimensional texture feature vector The
used to represent each clioe regin. By allowing regins to texture vector and all the Pixels in the regon from which it

-grow. to their iiatural boundaries, the probabilityof produc- was extracted ate then assigned a region number and written
img "mixcs" is itroriy redurd, As the iegions wll in gin- out to a storage file,
eral be larger than the-previously used texels, elalssification When the routine terminates at the end of the data file,
time will be reduced concomitant with the reduction n all reraining open regions are closed by the routine and
number of feature vectors analyzed for texture The resulting list of region-numbered,

The following describes the implementation of Region feature vectors are submitted to an unsupervised cluster
Growing and Texture Analysis (ReGATA) a bottom-up analysis The region numbers map the regions to the feature
region-growing routine SeaMARC It data are stored in vectois in the clusters, and all pixels in all regions with sm-
records, ine-interleaved-by-pixel Two records, containing larly clustered feature vectors are mapped similarly
two pings of 984 port and 984 starboard pixels, are "rea The benefits of this routine are threefold computational
in " The data for port and starboard are subdivided into speed, increased spatial resolution, and increased textural
cells containing two hies of 16 pixels each. The mean isten fidelity, We stated above without proof that there would be
sity and variance are calculated for each of these 32-pixel fewer regions resultant from this method than texels from
cells Two tests are then conducted The first determines if the arbitrary division of the image The intuitive proof for
the cell is reasonably homogeneous, in order to separate the this lies in the definition of texel as the largest tesselation

cells into the categories of "region" and "boundary" These unlikely to transect image region boundaries If the regions

cells which do not pass this test of limi,,d heterogeneity are are allowed to grow to their natural boundaries, which the

assumed to span two regions and hence are labeled as boun. texels are designed to avoid intersection of, then the grown

daty cells An option in the program allows these cells to regions will be larger and fewer in number than those result-

be either flagged as nonregion cells or quartered and annexed leg from an arbitrary texel subdkvision of the imsge Fewer
3: to the mint smidar adjacent region Ketlip end Landgrebe regions mean fewer calls to the feature extraction subroutine

119761 propose a test which we utilize here, consisting of the and fewer vectors to classify Furthermore, the algorithm
ratio of the cell standard deviation to the cell mean If this requires but one pass through the data to produce a segmen-
statistic falls above some heuristic threshold, the cell is tation with texture sectors and requires only four lines of
labeled as a boundary As sonar images are inherently data in memory at any one time
noisy, this threshold should be fairly high to avoid the The cell dimension of 2 lines by 16 pixels results in a im-

cla ification of the entire image as boundaries iting resolution of appromimately 80 mn This cell size was
The second test is the basis of annexation and region chosen because it allows quaitering of the cells ii the event

growing For purpose, of illustration, the top of the image of a boundaiy dx lfibatioi The iumber of pixels, 32, also
under consideration is labeled north Cell classification and stwiddles the small sampling theory/large sampling theoiy
region growing proceeds west to east, and lines are jead in oundaiy, so that pasetr and nonparametric tests ale
nith to south Eah c lassified cell has an a.oociated flag approximately equally valid
iitiii indklates its status as either a boundary oi region Finally, growing legionis of limited heterogeneity mnim-
,In l I it is a boudaiy tell, there is iio need to compare it izes the inteicortamiation f texture signatures by each

to the cell undei wnsideation If it is a region cell, it has other, or by boundaries, neithei of which aie likely to result
a. neiated with it the ineas and variance of the region of in a iepreentatve s ignature GLCMs from larger regions
whiih it is a member This region can consist of one or will contain more entries and hence will yield better esli-

iie tells The tell undei consideration is compared to the mates of iiage textuie By minimizing mixing and increas-
iegin cells imeidiately adjacent in the west, northwest, iug estimate fidelity, the clusters formed is the unsupervised
nivth, and notheast diiectons Comparison in these four classification step should be tighter, resulting in better
diectioc niniizes imposit-on of boundary dii-ction prefei- disciniuaint boundaries in the claaoficatioi n space, and
er within the hinitatauns of the cell tesselation The logic less confusion in the image plane
xl the comparion is that i two cells are neighbors and pox- One of the other benefits of the region growing method is

ns i stilar aseiage value, they probably represent a uAi- that as tie regions that result ale is geneial larger than the
Ilm, toniscted surface in the object plane and hence should pieviously used texels, the image need not be iequantized to
le annexed and similarly classified such a small number of gray level, Specifically, regions

File companison can be on the basis of eithei a paianmettit often giss to contain hundreds to thousands if cells, each
bStdenti t tet A d F statistic, si the nonpaiametrie (oiitaiiug 32 pixels It iie anslyie all cloied regions for tex-

-llt l o 'ocim at tie oier-tor's discretion A tloil- but co ui u- th-e ,ih oe thas t(i) cell' fol deter-
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correasond-to the less reflective ,powibily stilcother sediment TABLE I TextueFeature Veetors for thue Features CON,Th "ra apd asbu orsodt iulyruhr ASM, ENT, anid ISO and Clue Clasaea I (Sediment),
) sdient i th vcintyofthe lvfloe, iithie rigi S Slirr.ad 3(B Iasalt)

a1 ide scan limage; these sedimients appa darker, indicaixug CON4 ASIA EN? ISO-
- -itergrete rughesorreaeracustc~m~daice Pe- Clams 1 2 2954 0 096 0 0050 1.1785

ubl th seim n ear tefow ared . I eri
fro te eigboin laa lo orexi~ssigte ougtnss Clam 2 20571 00414 00055 1 0540

*~~~~~~ omie therly, buriedlprevious flosw, The Vlan-,areas a3 173 005 002 048
-)iavssd t..u eithei bo-undary cells oi to tjhannexed regions

3 ~~~~containing ec'bnfvcls

Supor forthehypotheas Qiitthistexturemap displays

f romt compar~so ;I itieefahtu'r W ith imiage, wa'lenthb
fReed, i9871, Figure: 16,shows,,plots cIf the sir texture traction Track-parallel linear features resulting from
featureaduhscuased here (CON, ASM, ENT, ENR,'COR,-and' along-track sharing of point reflectors have uves migrated

- ISO), against-wavelength._-The dratawer ,e acq ,uired from tox- back to more appropriate dimensions Total geometric
tural najisfsttim sc images geerated with correction 'based upon explicit knowledge of coregistered
known wavelenths, Rea2soniably'single-values relationships simultaneous, bathynetuc data produced images which are
between texture, anid wavelength are predicted, for the free of layover distortions and yield tree represenciutions of

feaureCO, AMENT,- ad -ISO. The data in, Table 1 reflector psition and morphology
show the values of these four texture features for the three Application of the above techniques to a variety of
classes in the thematic map (Plate 2). Comparison of the imagery resulted is both supetii imiages foi subjective and~ -~-texture values in Table I with the plots in Figure 16 shows computer-aided interpietations Corieliou of linmited
that each of the features CON, ASM, ENT, and ISO predict ground truth wiuth usage texture parametexs has allowed
that wavelength should increase from the lava fiow to the first-order mapping of luthology distributions t~orielation of

ci- darker sedimi'ents to the lighiter sediments While no specific theoretical analysis with obiserved te\tuiel signiatuies has
relatioship has been proven between roughness and allowed relative prediction of surface roughuesses

X avelength, Multiversto and Gilbert (19891 have shown that We regard tomee lurdamentsl procedures foi image pro-~ ~ over the range ofi-10 kmn there exists an inverse linear eels- cessing and ,uaetilatove ieterpretation of SeZMARC 11 data
tionship between the' lag, ol spatial frequency (wavelength) to be tire first steps is applying remote sensing techniques to

'2, and the log .01 spectral density (for topographic profiles, seafloor swath-mapping data Although the use of marine~ ~ roughness), If this relationship holds for the decameter acoustic data, which are strongly influenced by the low
t . f tales of wavelengths to which this texture analysis is sensi- speed of sound in water and susceptability to ray path vart-

tive, this implies ronghness greater for the lava flow than atioris, is inherently more difficult than piocrng subaerial
either of the sediments, a conclusion consistent both with optical or indar images, Ave are confident that eventual

2~. geologic intuitin, and our interpretation of the scattering increased quantification of seafloor data will permit
behaviors of the lava flow and sediments, widespread application of various airborne and satellite

The chief advantages of the three-clams thematic map remote sensing techniques to the imaging soil mapping of
shown i ,n Plate 2 over the six-class map in Figure 14 are the the seafloor.
preliminary relative roghaneas prediction capability, increased
spatial resolution of features such as the crenrulations in t-he Aefisealedgruenia. We could like to thank Chris de Moochier and
perimeter of the flow, and the distribution and shape of Sedi- Bob Tyce for thsoo rou o evi Cfhin satisocpt. Financial sons-rmented windows in the flow, plus the resolution in the ease fur lhis work and its publicaion ws provided by Office of
three-class map of two categories of sediment, Computer Nasa ehsac corautio l 2124 ii hsi laailottt
time required for analysis and classification is also less foratepiymeoibrun22
thre ReGATA map. Implementation of the texture routine

rctd using the a priori texels required 4 5 minutes on a Hfarris
model 800.2 computer Implersentation of the ReGATA PDtairs

r routine required only eighty s The image used Ifor these
benchmarks (Figure 13) consists of 240 pings of data, each Auidrews, 11 C , Conipairn Tech uiuu s friar, proesn9,

is-dimensional containing '2k fl-hit pixels Aendeivur. Son Ditus, Calif, 1068
followed, only Billard, D 11, and C NI1 Bruce, Coinpaier Vinn Preturie-lall,
ributed to the Eoglewot QiiN, N J , 1082
gions contain- 6 SL%4ta-cuwie Blderse, R 11, sit at, Ssnogr,ophs of ihe Sea Floo, Arricoas
the clam from Quantitative Image processing techniques have bee Elseonie. New Vent, 1971

varet ofSaACI iesa oa eafoo Blaekisios, J 0, D) N1 Ilussin, and J Kosios. First resuiis
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Te ioais of .this study were to develop an in-situ sensor for measuring
disolv-ea-hydirogentih the marine environment, and to deploy the sensor in
appropriatefield tests. Such, asensor would be useful for detecting and
mappingjmsrine hydrothermal plumes, and could be used for studying other
zsarine'souries Iof hydrogen.

) OBJECT
The. near-term objectives of the projectwere to modify a commercially
available fuel cell hydrogen sensor for underwater applications, and to use it
to-measure hydrogen in ,Hawaiian hydrothermal effluents. A primary field site
was identified: the shoreline lava flows from Kilauea Volcano on the island of
Hawaii. *Sampling at thS site was-to combine the in-situ hydrogen) measurements with analyses of other related chemical and physical parameters.

APPROACH
A Hydran 202 fuel cell hydrogen probe (Syprotec, Pt. Claire, Quebec, Canada)
was modified used for use in these experimenLs. A 1-mil Toralon gas-

| permeable membrane was used for surface seawater applications. A 2-mil
Toralon membrane was used for submerged applications, and was found to be
suitable for depths to 2000 m. A picoammeter was used for monitoring the fuel
cell's output signal. A 0-2 V analog output from the picoammeter was recorded
with a battery-operated data logger. The hydrogen probe's thermistor was
monitored and recorded with a second data logger. The fuel cell output
current was calibrated at fixed temperatures by continuously flushing the
probe with nitrogen/hydrogen mixtures of known composition and recording the
output.

TASKS
The following tasks were completed during 1989: 1) the development of a
prototype fuel cell sensor was completed; 2) this sensor was field tested in
Pearl Harbor, Hawaii and in the waters surrounding the coastal lava flows near
Kalapana, Hawaii; and 3) initial testing of an alternative sensor was
completed (this sensor used a palladium-gated diode that offers greater
sensitivity and faster response than the fuel cell).

RESULTS
The fuel cell sensor with a 1-mil thick gas-permeable Toralon membrane was
found to have a detection limit of 10 nM dissolved hydrogen in seawater
(slgnal/noise - 2); with a 2-mil thick membrane (used for operation at depths
to 2000m) the detection limit was 15 nl. The diode sensor had a detection
limit of less than 0.3 nfl.

Chemical species were found to be enriched in the surface seawater plume
immediately above the active underwater lava flows near Kalapana, Hawaii by
the following factors:, hydrogen, 15,000x ambient seawater concentrations, Mn,
75x; Cu, 6x; and Si, 5x. Water temperatures at this point reached 44*C.
Lower concentrations and temperatures were observed in the surface plume with
increasing distance from this point; hydrogen, Si, Mn, and Cu concentrations
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'ACCOKR
T~he construction of-'protoiypesensors,successfully 4emonstrated-the potential
su!,ch itrjet hae for.' maree of~ hydogn in the marine environment.

Inadiion i hiae ma'de ,the .f i rst.' c'o tzprehensliv, integrated visuial and
cheical 'observatio6ns of dir-ect , lava- seawa er interactions, which are gaining
w6pe ,'- -" ,i majo6r, c64oi ein' noceanic elemental, cycles. Out
Kilaps na, i Htiaii, field 'site ha proven' to b1e an ideal means for examining
these 4'poeses~in detail.
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ABSTRACT

Sansone. F.J.. 1992. Fuel cell hydrogen sensor for marine applications. Mar. Chem., 37: 3-14.

A fuel cell sensor fol measuring molecular hydrogen (112) in marine waters is described. The sensor
has a detection limit of 10 nM. and has a 90% response time of 6 min when operated at 45*C, and I I
min when operated at 35C. The sensor is particularly suitable for long.term monitoring of manne
Hi sources such as hydrothermal vents, and for real.time H2 surveys. The uitlty of the instrument is
demonstrated by real-time measurements of dilssolved Hi in a surface s,4water hydrothermal plume
resulting from coastal volcanism on the island of Hawaii,

INTRODUCTION

Seawater is close to equilibrium with atmospheric molecular hydrogen (H2)
in areas without significant local sources of H2: bulk open-ocean concentra-
tions are about 0.2-1.5 nM in the surface waters, and about 0.2-0.4 nM at
depth (e.g. Herr and Barger, 1978; Herr et al., 1981; Bullister et al., 1982).
However, dissolved H2 has been shown to play an important role in a variety
of biological processes in the marine environment. For example, H2 can be
produced and consumed by a number of aerobic aquatic organisms (e.g. Gray
and Gest, 1965; Bullister et al., 1982), and is an important intermediate in
the anaerobic oxidation of organic matter (e.g. Sansone and Martens, 1982;
Scranton et al., 1984; Novelli et al., 1988).

H2 is also known to be released to the ocean by submarine hydrothermal
activity, although only a few measurements of H2 concentrations in hydro-
thermal vent fluids have been reported. 'End-member' vent fluid H2 concen-
trations in the range of 1-1700,uM have been measured at the East Pacific
Rise (Welhan and Craig, 1983; Lilley et al., 1983), the Galapagos Spreading
Center (Lilley et al., 1983), and the Juan de Fuca Ridge (Lilley et al., 1989).
In addition, H2 concentrations up to 5.0 pM have been reported for the sur-
face hydrothermal plumes associated with coastal volcanism on the island of
Hawaii (Sansone et al., 1990, 1991).

0304-4203/92/SO5 00 © 1992 Elsevier Science Publishers B V All rights reserved
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u In thepas t,'H in se'awater has been measured by gas chromatography
n conjuinctii ;wttih'Hgrrduction-UV-photom6try detection.(e.g..Scl

'Go ind Seil& 'i9O;0Bulhsteretal, 1982). Tliis'm'thod offers high' sensi
but reqriifes the uofdiscee saimpies and is-consequently difficult
for:real.iiaalyssenaddton, its complexity imits'its'iUse for i*

H aay spaper amethod is described which allows tie contti
es 'inhrf "'Hi"ids and gases, and which can be used for 16nt

THEORY OF OPERATION

it The fuel cell H2 sentor described here is based on the platinum-cat
in oxidation of H2 coupled with reduction of 02 (Vielstich, 1965)S0Lille'
L., 2H2 -4H+ +4e -~Nave
19 0 2 +4H++4c--2H 20

Pauss The two half-cells involved in these reactions use a gelled 50% H2S04
an lyte, and are connected to an external circuit containing a load resisti

0 50 overall reaction is
Sanso
me 2H2 +0 2 -2H 2 0

Sansol
sho The resulting output current of the two half-cells, which is measured

Sanso picoammeter, is proportional to the H2 partial pressure within the cc

0 173 proportionality is typically linear over six decades (see below).
Sato, h A gas-permeable membrane is used to isolate the fuel cell from the t

Mot Because the fuel cell can consume H2 faster than it diffuses through th
Mot brane, the cell current is proportional to the diffusion rate through th

Sato.W brane, which in turn is proportional to the H2 partial pressure in the
ala

Res. (either gas or liquid). The use of a thinner membrane, therefore, rest
Schmnid larger output current thean would a thicker one. The minimum practic,
pher brane thickness is determined by the maximum hydrostatic pressure

Scramoi will be subjected to.
gas U Equation (I) indicates the need for a Supply Of 02 for sensor op

VIelslicl
501 p This 02 can be supplied either by the samples being measured, or, in

Von Dar of anoxic samples, by a separate gas reservoir. The instrument used
Chcn study contains an approximately 30 m' internal gas reservoir that cai
moch 02 to the fuel cell during the analysis of 0 2-depleted seawater. Aft(

Welhan, flushed with air, this reservoir is sufficient to allow sensor operation v
2JN
Seaflo water containing I pM H2 and no 02 for several months.

The fuel cell's response is a function of cell temperature: higher t.
tures result in faster detector response (as a result of faster membrai
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Hydran,202 fuel cell H2 sensor, (Syprotec, Pointe Claire, Que., Canada)
u ,sed for t'hese'experime nts ,(Fig. I ).,The stainless steel sensor assembly
ylihde'67cma length X6.5 cm diameter with a mass of 1. 5 kg. The
6rwumocdificd-ai folows for marine applications: the vent port to the

aljare~v~rwsthreaded to allo ,w the use of an Uniseal 0-ring
'pd sealilgb6ft- (ABSCOA Div., AAR Hardware, Hawthomne, CA), and
terinatiunderWaier'connector (Crouse-Hinds, Paramount, CA) was in-
ed~fr.tiiesital'a'nd'ther'mistor outputs. The manufacturer reports the
wig olaaresponse ratios for the reduced gases detected by the sensor:

/Hi'=O I 5, C2Hj/Hi =0A, and C2 H4/H2 =0.0OI.
Toralqn gas-permeable membrane of 25 pmn thickness (Amoco Chemi-

Walthaim, MA)Niwas generally used for surface seawater applications, and
js rilbr~n membrane was used for submerged applications. A sensor
iSO -mmembrane was successfully tested in a hydrostatic chamber at a

UNDERWATER
CONNEICTORt

CAP

-nosy

'nIT

ISchemat ic diagram of ihe cross-secion of the fuel cell hyd rogen sensor



_prMeure of 300psi (20 700 kPa) for, 3 h, and at 1200'psi (8300 kPa)fo
,. .... .~e pr~esure respondto seawater depths of approximately 207

The sensor was heated during non-submerged operations with a 100 V
hflexible'silic6iie rubberheater,(Belilove Co., San Leandro, CA) regui

.Y... ino& fCN911 digiial ,tempeirture contioller. (Omega Enginee
Stamford, -,).,,The heater was wrapped around the circumference of the

isor; secured with cable ties;and the assembly insulated with polyethylene I
(Be-ArtPoducisPiquanhck; Nj). The temperature controller used a

"iKmiiiure I thermoco buple emefinted to the outer surface of the seisor'I
it Ag to "mojioib tt cell tenij~empttire. This configuiatibn allowed teriper
conirol to, ±'0.5C whe n analyzing gases or liquids of rilatively6nitant
peratuire(±5°C)- In the futie We plan to use a temperature controlle
can monitor the sensor's internal thermistor for better temperature regul
when surveyihg waters with large temperature gradients.

A 10 kW load resistor was used in series with the fuel cell, and a Ke
(Cleveland,'OH) model 485 picoammeter was used to monitor the cell'
put current. This picoammeter can operate for about 10 h on its intern:
teries, which is convenient for field operations. The 0-2 V d.c. analog
of the picoam&eter was recorded with a Rustrak Ranger (Gulton
Greenwich, RI) battery-operated data-logger equipped with a 0-2 V c
put module. The' hydrogen sensor's internal thermistor was monitort
recorded with a second Rustrak Ranger equipped with a thermistor
module. The loggers have the capacity to store approximately 60 00
points each.

Upper-ocean H2 measurements used a deck-mounted peristaltic pi
collect samples from specific water depths and to transport the s.
through the cell. The system was plumbed with polypropylene tubing o
diameter, and the pump was mounted upstream of the cell to prey
possibility of a partial vacuum over the gas-permeable membrane. T
water pumping rate was about 500 ml min-.

After data collection was completed, the loggers were brought ast
data analysis and overnight recharging of the instrument batteries. S
supplied by the data-logger manufacturer transfers the stored data
baud to an IBM-PC compatible computer for data storage, displ
analysis.

Because the sensor responds to the partial pressure of H2, it can
brated with either gas-phase or liquid-phase standards. Two pressur
standards were used: 1% H2 in air (Scott Environmental Technol
Bernardino, CA), and 25.1 ppm H2 in N2 (AIRCO, Murray Hill, NJ
standards either were used directly or were diluted with H2-frce F
multiple-wall gas sampling bags (Calibrated Instruments, Ardsley,
then transferred to the cell using a sampling pump (Accuhaler 80
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1.hesatiiagsirnofhe ia u used to calibrate the sensor with aqueous solutions.

etiflc-, Lincolsishiie, It). In either case, the sensor was held at a fixed
iiiiiiiiia fluihil itaiflow rite of 100 ml min- or more. The H-2-free
pre j.eared a~ssing 99.999% He through a CAT-01 catalytic combus-

I*"tet(Tr Anal yticL Me nlIo Pa ,rk, CA).
ac ave i'hs Iiration~ procedure was compared with liquid-phase

at ,re ed- lisIng ,the apparatus shown in Fig. 2. The latter allowed 5-
jIlu ies of. H2 gasstandlards -to be injected via a septum into a 500 nil

eservoir contining Waier recirculated through the cell. The water flow
6faibiiut*50 n I,'iin was maintained by an SBE.5 centrifugal pump
*Dird Ele~tro ics, Bellevue, WA), and a magnetic stirrer in the reservoir
~sed~tio'keep the-inj~cted gas bubbles suspended until they were com-

~lydiiolvd:Sortlengths of polypropylene tubing (6.4 mm o.d., 0.8
,wal~wce ued orall connections. Valves also allowed a 4 1 volume of
~equlibate sewatr to be circulruted. This apparatus allowed both sensor
bratonandthemeaurement of sensor response times, the latter by pro-
~ra~sij~chasgs~ n 2 concentrations in the seawater within the cell.

A mdifcaionof heGC method of Bullister et al. ( 1982) was used as an
ndent me ,ans of ,measuring H2 in seawater. These analyses were made

tanran,(Palo Alto, CA) 3300 GC and an Hg-reduction-UV-photo-
or detector (RGD-2, Trace Analytical).

tLTS

An example of gas-phase sensor calibration is shown in Fig. 3. It should be
t"dthat the detector is linear over a concentration range of more than 101.

rt ing-at 35 9C with a gas-permeable Toralon membrane of 50jum thick-
"ithe'detecticin limit was 16 ppmv, which corresponds to a dissolved H2

neentration in seawater of 10 nM at 23*C and 35 psu salinity (Gordon et
1977)' The detection limit at this temperature with a membrane of25 pmin
kess w" about 3 nM (data not shown).

~Acomparison of gas-ph, se vs. liquid-phase calibrations of the sensor is
in n Fig. 4. The liquid-phase calibrations were made at 23*C with 3.5%
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ti# apparalluswhich would be epcted to have proportionally larger ef-
sat higher concentrations. It is Iiky..that'the liquid-phase calibrations
dihi'effetsfH2 j tr resitancathe liquid-membrane interface
r6ult,'ktbe-presence of an intervening liquid film layer. Such a layer
ud notbe presen during gas-phise calibrations, and should be inversely

qui operations (Lakshminarayan-

shows cell response vs. fluid flow rate through the cell. The asymp-
,increase in-ell response 'with increased~flow rate is consistent with the
e-mionid lipthesis ofliuid film layer resistance. The results in Figs.

o ate the need for accurate control of liquid flow rates
ringettibration anid operation, and indicate that gas-phase calibrations re-

irerrectionsbefore they can be used with liquid-phase samples. Never-,s',the convenience of gas-phase standards makes them preferable for
'-d Calibrations

parate experiment, the standard deviation for five reolicate spikedwater'samples ( 1.3pM) at 24"1C was 5%. The time for 90% response with
" membrane was 6 min when operating with a cell temperature of45 °C,

I I min at 350C; with a 25 ,m membrane the 90% response time was 8
it 40"C, 9 min at 30*C, 18 min at 20"C, and 24 min at I0*C (data not

igure 6 illustrates the distribution of H2 in the waters offshore of a shore-
lava flow at Kalapana, Hawaii, as measured in real time with a ship-

-Operated sensor system. The H2 isopleths in the figure were obtained
an automated contouring program (Surfer, Golden Software) using sen-

two

00

0400 0Soo 200

ig. 5 Cell response vs. liquid flow rate through the cell. Data were collected using spiked tap
ter (about 600 nM H2) with the apparatus shown in Fig. 2 Dashed line indicates power

fit ofthedata (current= 573Xflow-rati:0 40
, r

2
=0.97).



T~~~F .;.;;.PSANs,
;00 000SH.ORELINC

~ I. VA 8ENCH

* ~ ~ Z1

154'9%V 15455W

Ftg. 6, Contour plot ofdisaolved Ht in the surface seawater hydrother iue
cstal volcanism at Kalapana, Hawaii, on 23 September 1990. Co.cestrtioi0

computed using sensor readings at the hydrocast stations indicated by the closed
sour interal is 200 nM. Arrows along the shore indicate sites ofactive lava catt

sor readings recorded at the 29 hydrocast stations indicated in
Greatly elevated H2 levels were measured in the vicinity of the t
flows entering the ocean, with lower levels offshore. The H2i
reflect the longshore current, which was observed during sa: n
ing to the southwest.

In Fig. 7 the H2 concentrations shown in Fig. 6 are I otted~
scawater temperature anomaly at the 29 sampling sites. The

k regression for these data (solid line) is similar to that obtainedl
vious occasions using GC analyses of surface seawater collect'
hydrothermal plumes along this coastline (dashed line) (Sans
Unfortunately, a GC detector malfunction prevented GC H2 $
crete samples collected during the sensor operations for coiT
sensor results. Nevertheless, Fig. 7 demonstrates that the se-
results comparable with those acquired by conventional nte~
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Fig. T, , Sensor-measured H2 concntration vs water temperature anomaly with respect to
ambient off'shore seawatcr at sites indicated in Fig 6, solid inc indicates least-squares linear

, rearesatn (H2=(134 4T)+ 276, r =0.90), 0. Data from GC analyses of surface seawater
• collected from similar hydrothtermal plumes along this coastline on three previous o ,easzons
-desitig 1989-1990 (Sansoneect at. 1992), dashed hne indicates least-squares hincar regression

! (Hi= (94.6,4T) + 153, r =0.9S).if lower values obtained from GC analyses may reflect losses of H2 during the
2 36hsoaeprobewesapling and analysis, a source of error that

do6es not occur- with real-time sensor analyses. This latter effect is likely to be
i particularly important for labile species such as H2.

DISCUSSION

The fuel cell H2 sensor offers a number of advantages over the OC-mer-
Scury-reduction-UV-photometer method (Schmidt and Seller, 1970) cur-

r'ently used for measuring dissolved H, in marine environments:
(I1) the capability for in situ analysis;
(2) long-term stability (similar power plant monitors are recalibrated an-

.nually (C. Beauchemin, personal communication, 1989) );
(3) simple operation;
(4) rugged construction;
(5) moderate cost;

manipulation.
Amajor advantage of this sensor over other reported H2 sensors is its tol-

eaneto hydrogen sulfide: it has been subjected to a H2S-saturated aqueous
solution for 30 h without loss of H2 sensitivity (Pauss et al., 1990). Pauss et

al loreported that the sensor does respond to H2S, albeit with a molar re-
spneratio 2.1 x 10 times less than for H2. This level of inter ference should

Ui

-7 7l7-7,7-
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beaccepitaible, for example~iinthe case of hydrothermal vents analyses. As-
"sumnig an aveI rageligh~-emrperaiture hydrothiermal vent end-member H2S
conicentiation of'7 mM(VonDanili etal., 0985), the sensor output would

* becleVat~d by the equivalent of 0.3 p M H' as a:rtsult'of the Isulfide interfer-
ence.,Tfis is small compared with the 360-1700,04 EH2 concentrations inca-

s~d t th5s'nt ~'dr eier(Welhan and Craig, 1983).
'Althoug h the fueceill seisor has a large dynamic range (about 106, with an

up per d 'tet:6 n limit of about 5 mM ), it cannot'mee tie background oceanic
H2 concentratibns7 (about 0.2-L.5 nM). Nevertheless, its detection limit'of
10 nM-at 35*C allows the mheasurement of even highly diluted hydrothermal
plumes. As illustrated in Table' 1, the high concentration of H2 in end-member
hydr othermal fluids relative to ambient seawater allows the fuel cell sensor to

ofrausable dynamic range that is much superior to that of in situ temper-
attu're measurements anti is nearly as large as those for shipboard methane, Fe
and Mn measurements.

Two modes of H2 sensor deployment are likely to utilize effectively its in-
hicient advantages.

(I ) Real-time in situ H2 sensing on towed platforms and submersibles, This
would be a direct application of the sensor described here. Such a system could
prove valuable in the mapping of submarine' hydrothermal vent systems (or
other hydrogen sources) over large areas of the seafloor.

(2) Fixed location, real-lime in situ sensor measurement of the temporal
variability of hydrothermal systems. Such a system would need a means of
controlling biofouling and the settling of hydrothermally produced particles

A comparison of the usable dynpmic ranges of'hydrothermal vent sensing systems suitable for real-
time or near-real time analyses

Paranmeter Vent water Ambient Analytical Usable dynaraic range
composition composition precision

Temperature 301C 4'C 00051C 5 2X l0,

Temperature 3501C 4-C 00051C 6 9x101
(high-Tveni)
5ilia 16- 2OpuM 0 16juM 0 002,MM (7 2-9 9) x 101
Metharte 50-1400phM I n.M 0.1 nM (005-1.4)x X 10
Iron 

7
50-1660,uM 0001 jiM 0 00002 pM (3.7-9 3)Xt10'

Manganese: 
7
00-IO000MMh 00011jM OWN02jiM (3 5-SO)ItO

Hydrogen l-17009UM lOnM, I oM (0001-1 7)x10i

Usableclynamic trnge= (vent water compositton -ambient water composition toe detection limit, if
higher)) +analytical precision. Vent water chemical composition data are for the East Pacific Rise
(Welhan and Craig. 1983. Littey et at. 1983. Von Damns ei at. 1985) and the Juan de Firca Ridge
(Lilley et at, 1989).

'Detection limit of sensor
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i tinthe cell. A, possible'approachis the use of an ultrasonic transducer
monted "Within the sensor'ssam'ple cavity thaitwouid be activated at fixed
,tervals to dslodge attached material. This technique has been successfully
use to control .ifouin on in situ instiuments used for estuarine pollution
mnitroin(k- Wboflit, p soiialcoin ukiiatio n, 19 90-The use of a sub merged sensor oit fowed platforms or fixed monitoring sta-
tioi Would requfir the use 6f sighal-prcessing electronics mounted in a pres-
sure c M turi l iable'fr installation in apressre case
of 8.5, cm iaijieter re currently being builiin the author's laboratory. This
equipeitfuses a, mintiatire 'picoamriiei (Keithley model 18000-20) to:
-g6ther ,wih custom circuits for power sup~ply and range control. Details will
i provided in a later piper.

'CONCLUSIONS

Although there is widespread interest in in situ chemical sensors for marine
applications, there remain very few available for oceanographic use. The fuel
cell H2 sensor offers distinctive advantages and a few disadvantages for ma-
rine applications. On the positive side, the sensor is available at relatively
moderate cost, is suitable for submersible applications, is not adversely af-
fected by hydrogen sulfide, shows good long-term stability, and can provide
near real-time measurements of H2 concentrations. On the negative side, the
sensor suffers from a relatively slow response, and an inability to measure
accurately background (air-equilibrated) concentrations.

This sensor seems best suited for monitoring elevated H2 concentrations at
fixed sampling points, such as long-term in situ measurements of hydrother-
mal vent fluid composition. Other possible appliations include deployment
on research submersibles, where low-speed maneuv, ring is common, and op-
eration from surface vessels under way at relatively low speeds. These appli-
cations could provide unique opportunities to advance significantly our un-
derstanding of the temporal and spatial variability of marine hydrothermal
systems.
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The Pa-IS diode experiment.sconductedlin a controlled environment

Shavebeen completed; the current-to-voltage converters have been built:

the ujnder4ater hydrogen sensor has been designed. Both the palladium

metal insulator semiconductor diode and the fuel cell hydrogen sensor

detect-backgr6und concentration of hydrogen in terms of current across

the sensors. The diode's currents resulting from the presence of

hydrogen in the environment are in the approximate range of 10 PA to 25

mA, whereas the current acorss the fuel cell lies approximately in the

range of 10 pico amperes (1 pA - 10.12 A) to 100 nano amperes (1 nA -

10"A). It is much easier to measure and detect current in the MA range

rather than in the pA range.

The currents in the range of mA to AA are relatively small. Before

we transmit these signals through an underwater cable it is necessary to

convert these weak currents to higher voltage signals (e.g. in the range

of 0 to 2 volts). Generally, we prefer transmission of large signals to

small signals because larger signals suffer less from the noise of the

transmission medium.

By properly designing the current-to-voltage converter circuits and

selecting the suitable electronic components, I was able to build these

circuits in miniature.

Skill, caution and patience are required, to successfully solder

these circuits on small predrilled boards. The soldered circuit

together with the batteries can fit inside a steel pressure cyclinder 3
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thedioe tget'e~ ~tenthe'hiatir-ciii b&,p6were4 by the same batteries
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Pd film.
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Sub-task: Develo mentof a In.SituDissolved Hydrogen Sensor for Marine
Ap lgat os Co tract, No. N00014'87'-K-Oil

Principal Investiga:tor: Francis J,. Sansone
Social Security Mo.: 375-46-9906
Telephone: (808) 948-8370

SUMMARY OF RESEACH(3/1/88 - 9/20/88)

Design, Fabrication. and Testing of Improved Sensor
The fuel cell sensor has been improved in several respects (Figure 1A),

the details of which are described below.

Greater sensitIvity - We have increased the sensor's sensitivity by 1) using
a Keithley picoammeter to measure the cell output current, rather than
continuing to use a conventional shunt-type ammeter, and 2) using an optimal
fuel cell from the vendor's inventory, rather than selecting it rardomly.
The minimum detectable limit is now 4 nM, as compared to a limit of 15 nM in
our original instrument. Linear response continues to exceed five orders of
magnitude.

Improved vent port seallng - We have had problems with leaks in the vent port
when operating at elevated pressures. We now use a sealing screw with an
integral o-ring and teflon washer (Abscoa "Uni-Seal" fastener). This
modification appears to have solved the leakage problems.

Preparation of Sensor Systems for Submersible Deployment
Considerable time has been spent developing the sub-systems needed to

deploy the sensor on the research submersible PISCES V (Figure 2A). This
work is described below.

Data logger - We have determined that Rustrak Ranger handheld data loggers
offer the best balance of features for our application. These instruments
use rechargeable batteries, have four input channels which can handle a
variety of signals, and easily transfer their data to microcomputers.

Ancillary systems - Several subsystems needed to be built for field
operations. These included a power supply for the pump, underwater cables
and connectors, and seawater plumbing. In addition to fabrication, these
subsystems required testing and integration with~complete system.

Development of operational procedures - A variety of procedures were
developed foi field installation, operation, and calibration of the sensor
These procedures were tested during field operations (see below)
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'Lab JeAsting
Pressure .testing - Pressure tests of the, sensor systems were conducted at the
Engine eringSupport Facility,. Hawaii Institute of-Geophysics. These tests
indicated'that-2-mil thick membraneare the thinnest usable to depths of 2000
m. "These .tests also identified the ent port as the site most likely to leak

under pressure; subseqtent design changes have eliminated this problem (see
above).

Calibration and linearIty testing . As stated previously, these tests have
indicated near-background,sensitivity andra wide dynamic range for both gas
mixtu res and seawater. The latter experiments required the construction of a
test rig for creating and circulating dilute seawater hydrogen standards.
This apparatus is illustrated in Figure 3.

Response rime measurement - The above-described test rig was also used to
examine the response time of the system. During system optimization we have
reduced the time for 90% response from 15 minutes to approximately 10
minutes.

Teuperature effects W We have recently begun using a thermostated version of
the apparatus shown in Figure 3 in order to determine accurately the
temperature dependence of the sensor response.

Field Testing

Initial submersible deployment, Kallua-Kona, Hawaii - An initial deployment
of the sensor system aboard PISCES V was conducted in July in order to
determine the suitability of the system for field operations. This test was
successful, and allowed planning for further field deployments.

Lojhi Seamount, Hawaii - During the period of 23-30 September 1988 we plan to
use the sensor system to examine the hydrogen content of hydrothermal plumes
at Loihi Seamount, Hawaii. These PISCES-based deployments saould result in
scientifically useful data, an initial report on these dives will be given at
the AGU Fall Meeting.

HOI Workshop on Marine In-Situ Sensors
The PI was invited to participate in a workshop entitled "In-Situ

Chemical Sensors for Detecting and Exploring Ocean Floor Hydrothermal Vents",
which took place on June 28-29 1988 at the Woods Hole Oceanographic
Institution. The workshop was sponsored by a grant from the Mellon
Foundation. The activities of the hydrogen sensor project were discussed
during a 15 min invited presentation by the PI.
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D ,Oelopment, of an In-situDissolved Hydrogen Sensor for Marine

198889'

'A cdmmirciil, fuel cell sensor ,has' been modified, for use as an in
siumonitor ofdissolvedhydrogenin,.seawater. The current project is
cndu dtixg boraor testng of- the sensor, and will be
p'erfdrmingpeiminary field 'tqiij ab6ard, the. research submersible
PISCES: V in 'February 198 drndives, on, the, hydrothermal vents at
Loii, :Seamount 'offk the, Island of 'Hawaii. Additional funding is
reqested-f1r ,further laboratoriy'and fieid' experiments to determine the
potential of .tihe fuel cell, .hydrogen sensor for marine applications.
Laboratory experiments' will ificl ude tesii 'of sensor linearity, and the
effects of tlempaiatiire and hyiostatic pressure on sensor response.
Submasible dives "will aim to. produce a three-dimensional map of
hydrogen distribution around the summit of Loihi. We will also
investigate the following means of 'improving the sensitivity of the
instrument: improvements in the sensitivity and stability of the
electronics, operation of the sensor at a fixed elevated temperature,
and the use of a thinner gas-permeable membrane in the sensor.

B. INTRODUCTION

Although H2 is known to be a major intermediate in aquatic and
sedimentary biogeochemical cycles (e.g., Gest 1954, Gray and Gest 1965,
Oremland 1983), only a very limited amount of research has been
reported on biogeochemically-produced dissolved H in aerobic seawater
(Herr and Barger 1978, Herr et al. 1981, BuLlister eat al. 1982,
Scranton et al. 1982). anoxic seawater (Scranton et al 1984), and
marine sediments (Novelli et al. 1987). This work has indicated that
H2 is released to seawater during bacterial and algal activity, and may
serve as an indicator of these processes. In addition, relatively
large amounts of H2 are released during the corrosion of metals.
Research in these areas has been significantly constrained by
analytical difficulties:, the analyses presently require complica:ed
procedures using complex instrumentation (Schmidt and Seiler 1970)
because of the very low concentrations involved (<l nM in seawater, and
2-60 nM in marine sediments).

Hydrogen has also been measured in gases released from terrestrial
volcanic fumaroles and geological faults (Sato and McGee 1982, Sato et
al. 1986) using a fuel cell sensor similar to that proposed here, but
this approach has not been used in other scientific disciplines.
Measurements of H in submarine hydrothermal fluids (Lilley et al
1983; Welhan and ?raig 1979, 1983) have been thus far restricted to
samples collected very near the sources of hydrothermal fluids; H2
concentrations in undiluted hydrothermal fluids are reported to be
approximately 350-1700 pH.

This project aims to test and optimize a prototype instrument for
the purpose of examining the utility of fuel cell sensors for real time
in situ measurement of dissolved H2 in the marine environment The
proposed technique will utilize a miniature fuel cell sensor that has



recently been developed, for the nuclear power industry, but has
heret'6fore niotbeen used for~envir'onmintcal analysis.

Theifuel cell H' sensor offers A-number of advantages over the gas
chromatograph/mercury-reduction/photometer "method (Schmidt and Seiler
1970) currently used for measuring dissolved H2 in marine environments:

1) capability for i,sltu analysis
2) very large dynamic range (upper concentration limit is 100

cc/kg)
3) long term stability (power plant monitors are recalibrated

annually)
4) sitipleoperation
5) lack of artifacts from sample collection, manipulation and storage.

There are two major limitations of the existing fuel cell sensor for
marine applications:

I) the detection limit is currently approximately 15 nM
2) the detector currently requires approximately 3 min for a stable

reading at high concentrations, although the instrument responds
nearly instantaneously to changes in H2 concentration, the
response is presently 2-4 times slower at maximum sensitivity.

Despite the limitations noted above, the fuel cell sensor has the
potential for considerable utility as a means of detecting the presence
of hydrothermal fluids in seawater. Table 1 compares the relative
usefulness of three key indicators: temperature (platinum resistance
thermometry), methane (gas chromatography with flame ionization
detection), and hydrogen (using existing and optimized fuel cell
sensors). Even with existing fuel cells, hydrogen sensing is superior
to temperature measurement of low temperature vents such as at Loihi,
with an optimized fuel cell, hydrogen sensing has the potential to
greatly exceed the capabilities of temperature and methane detection.
The capability of In slcu measurement makes hydrogen sensing even more
advantageous.

C. RESULTS FROM CURRENT ONR SUPPORT

Instrument Description
Figure I shows a schematic diagram of the sensor system that was

designed, built, and assembled as part of the current ONR project. The
system consists of two main sub-systems' a) a submersible sensor/pump
package mounted on an aluminum baseplate (Figure 2), and b) an
electronics/data-logger/pump-control assembly designed for mounting in
a standard electronics rack (Figure 3)

The Hydran 202 hydrogen sensor is pressure rated at 4000 psi by
its manufacturer (Syprocec, Tampa, FL), which is well in excess of the
the 1300 psi hydrostatic pressure at the depth of the Loihi suummit
(approximately 1000 m) The sensor has been fitted with an underwater
electrical connector, and is wired to the electronics package mounted



Table .1. Acomparison of the usable-dynamic range of hydrothermal vent
ensi(nj sq'stems. Usable dy~i aie-(etwtrcomposition-

ambient water composition (or detection limit, if higher))
enalytical precisicn.' Vent water methane and hydrbgen composition data

V, arefor the, East Pacific Rise (Whelan'andCriig 1983).

k Vent water Ambient Analytical Usable dynamic

Paralneter composition composition precision range

Temperature 30 C 4 C 0.005 C 5.2 x 103

(low T vent)

Temperature 350 C 4 C 0.005 C 6.9 x 104
(high T vent)

Methane 50-65 uM I nM 0.1 nM 5.1-6.5 x 105

Hydrogen 360-1700 uM 15 nM 10 nM 0.4-1.7 x 105

(present (detection
instrument) limit)

Hydrogen 360-1700 uM 0.3 nM 0.03 nM 1.2-5.7 x l0
7

(optimized
instrument)
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inside PISCES V via a through-hull connector. The power supply for the
submersible pump (Sea-Bird Electronis :Bellevue, WA), which is rated
fo i'600 a depth, is~ conrneie'd' in a s'irilar fashion.

The sepsor/pump package, will be bolted to an aluminum rail on the
foreward exterior of the research sibiersible-PISCES V, and a 1/4-inch
polypropylene tube will draw seawaiei for analysis from immediately
above the pilot's viewing Port. Thii-seawater will be discharged alongthe port flank of the submersible after passing thru he sensor. The
filter between the sensor and the pump isa coarse Teflon mesh designed
to prevent the clogging' of :the 3 ,zm .orifice in the pump inlet that
controls the pumping rate. The, 'erns&r sends two signals to the
electronics moduleinside the- sibersible: one reports the seawater
temperature, and the ,other is the current produced by the fuel cell in
response to the seawater dissolved hydrogen concentration.

The Hydran 102 electronics module provides an approximate
temperature compensation of the fuel cell current signal using data
from a thermistor mounted in the probe (the correction is only useful
for relatively small temperature changes because it allows an
approximately 0.5%/0C error after correction) The electronics module
supplies a 0-2 volt signal to one channel of the four-channel portable
Rustrak Ranger data logger (Gulton Industries, East Greenwich, RI).
The data logger digitizes the voltage signal, and stores the data in
memory for recovery after completion of the dive (the logger's storage
capacity is approximately 60,000 data points). The logger can easily
be disconnected from the electronics module, and brought to the support
ship for data transfer and overnight recharging of the logger's
batteries. Software supplied by the data logger manufacturer transfers
the stored data at 9600 baud to an IBM-PC compatible computer for data
storage, display, and analysis.

Laboratory Testing
In the month that has elapsed since the delivery of the sensor and

electronics from the manufacturer we have used mixtures of hydrogen in
air for initial testing of the system's sepsitivity and linearity
These results (Figure 4) can be extrapolated to seawater samples by use
of Henry's Law and the appropriate Bunsen coefficients (Gorden et al.
1977) because the sensor response is proportional to the hydrogen
partial pressure in either a gas or a liquid, The detector displayed
linear behavior from 20 ppm (13 nM in 350/oo seawater at 240 C) to 1400
ppm (940 nKl), the highest concentration tested, while operating at the
second-most sensitive range. A lower detection limit should be
possible with the most sensitive range, although there will be a
lengthening of the response time

Ongolng Experiments
We plan to begin shortly the laboratory testing of the system's

linearity and sensitivity with recirculated seawater samples at room
temperature. Upon completion of these measurements we ,l pressure
test the sensor and pump using the seawater pressure cell at 'he Hawaii
Institute of Geophysics Engineering Support Facility
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The instrument will be deployed for the first time in February
1988 during a series, of PISCES V -dives on Loihi Seamount. We will
operate the instrument with

"
i he, appirxiimaie temperature compensation

currently 'built into the electronic, module, but will also record
ambient temperature data from hermstors- aboard PISCES V for later
correction of t'he 'raw H2 data. This temperature correction will
require data to be collected as part of the proposed research (see
below)'
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Development of an In-situ Dissolved Hydrogen Sensor for Marine

I Applicati-ons1989-1990

RESULTS OF PRIOR RESEARCH

Sampling was conducted during May - July, I9M, at Kupapau Point, Hawaii as part of previously funded
ONR research eutitled'Developmentofan In-Situ Dissolved Hydrogen Sensor for Marine Applications',
Contract No.N00014-87-K-0181, IV-A'(Sansone ct aL 1989). These studies were conducted in association
with Dr. Ken IHn, of the 'U.S. Geological Survey's Hawaii Volcano Observatory, which provided
transportation and 'rews to assist with manual (shore-based theodilite) and electronic (Mini-Ranger)
navigation during sampling,

The nearshore bathymetry was measured with a fathometer during these cruises (Fig. 3). The incline
of the seafloor in the study area is approximately 3045, which results in frequent slumping of the
unconsolidated debris which is the dominant bottom cover. This debris is the result of the fracturing of lava
upon contact with seawater.

Figure 4 shows the surface seawater temperature for the Kupapau Point region on 6/11/89. The data
clearly shows the localized nature of the lava activity on this day. In contrast, sampling on 7/26/89 showed
temperature anomalies at several points across the sampling area (this data has not been contoured yet, but
will be available for the 11/89 ONR site visit).

Seawater was sampled from immediately adjacent the nearshore surface and underwater lava flows
from Kilauea Volcano. In summary, highly elevated levels of dissolved H 2 were measured in the surface
seawater plume immediately overlying the active underwater lava flows, with lower concentrations observed
as distance increased from this point. Immediately above the active flows the H 2 concentrations reached 11
AM, which is a 50,000-fold increase over the background H 2 concentration of approximately 0.2 nM; the
temperatureof this water as 44 C.

Fig. S shows a schematic diagram of the fuel-cell sensor used to continuously moitor dissolved H 2 in
seawater. The cell is 3 inches in diameter, and can be used for analyzing either gases or liquids (it responds
to the H 2 partial pressure). When equipped with a 2-md thick gas-permeable membrane the sensor can be
used to depths of 2000 m, but requires approximately 12 minutes for stable readings. However, an 1-mil thick
membrane can be used for surface work, which decreases the response time to approximately 8 minutes. Fig.
6 shows the setup used for sampling surface seawater H2 concentrations at Kupapau Point. (The sensor can
also be used with a submersible pump used for deepwater applications.)

Fig. 7 shows the distribution of dissolved H2 in the surface waters offshore of Kupapau Point on
6/11/89. In this sampling the fuel-cell sensor was fitted with a 2-mil thick gas-permeable membrane, which
resulted in slow detector response. Nevertheless, the hydrogen-rich surface plume is discernible from this

4
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Figure 5. Schematic diagram of the fuel cell hydrogen sensor.

INLET

Figure 6. Schematic diagram of the sampling system used to measure

dissolved hydrogen in the surface hydrothermal plume.
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data.,, Later sampling on 7/26/89 used a 1-mil thick membrane, and showed a faster response (and hence,
betterspatial'r solution);ohoweve, 'the raw Aavigatioil data for that sampling has not yet been reduced,
so the H fesiults cannot be contoured and compared directly with the results in this figure. Discrete surface
samples ollected in thethermal mam cntaie '2/iM L+ 02 p,0M) dissolved H2 on 6/11/89, and 1.8-

11 t;M>4s!vOl -H2 on7/2/8; -these,,ins were analyzed in Honolulu the next day using the gas-

chr6iiat taphy/Hg-reductoyi /V-ph 6n inbethod.

The, dissolved hydr 6gen and methane concentratios, of the discrete surface samples are plotted vs.

water temperature in Fig. 8. The hydrogen plot shows g00d linearity, and an extapolation of the trend line
to,1000 C'yields aH 2 concentration of 8 IM. in conirast,, ethane concentrations in the plume were not

significantly greater than the low nM levels typically found i n'e ore Hawaiian waters, which is in marked
cohtiast ,tothe elevated CH4 levels seen a spreadi n cetei hydrotermal plumes (e.g., Welhan and Craig
1983, Charlou et al. 1988). We believe that the Hi i n the plu m is primarily due to the reaction of water with
iron at elevated temperatures, which, earlier t century, was a common industrial process for H2 production
(e.g., Deming i935):

3Fc(s) + 4H20(g) = > FeO 4(s) + 4H 2  delta-H - -34.3 kcal/mole. (1)700.,2(1

This is consistent with the widely accepted view of local volcanologists that much of the magmatic gas is
vented through the Pu'u O'o cinder cone and its associated fissures immediately after the magma reaches
the surfaci from its source in the earth's mantle (Fig. 2) (per. comm.: K. Hoe, F. Truesdale, USGS). This
interpretation is also supported by the analysis of released gas bubbles (see next section).

Large numbers of gas bubbles are released at this site to the overlying seawater, some of which make
it to the air-sea interface and are then transported to the atmosphere. The major sources of gas bubbles
include the contact of red-hot sheet flows and pillow lava with seawater, the discharge of underwater hot
springs (resulting from the contact of seawater with lava in buried lava tubes), and explosions occurring at
the upper surface of the sheet flows (presumably due to the combustion of H2). Bubbles collected by divers
with inverted bottles were returned to our laboratory for analysis; they contained approximately 5.12% H2
(v/v), as well as very low levels of CH4 and CO2 (< <1%).

These results are consistent with H2 production from the thermal dissociation of water, because the
release of magmatic gas would be expected to result in higher levels of CO2 and lower levels of H2 being
released. This is because the composition of gas released by Kilauea Volcano is typically. 0.1-30% SO2,1-9%
C02, 0.1.1.5% H 0.1.4% H2S, 0.005-0.2% CO, and >0.005% CH 4 (Greenland 1987). However, He-3
measurements w be needed to determine unambiguously the relative importanc. of magmatic gas inputs.

Other Surface Seawater Measurements
Surface seawater samples were collected for organic and inorganic nutrient, trace metal, and majo; ion

analyses in order to determine the first-order distribution of these species throughout the plume. Except for
a marked increase in silica within the plume, there was not a significant change in inorganic or organic
nutrients from ambient seawater levels. Dissolved Mn was highly enriched in the plume, while Fe and Hg
showed depletion. Major ion analyses have not yet been completed, but these data will be available for the
November, 1989 ONP, site visit.

End-Member Samles
In collaboration with P. Sedwick and G. McMurtry of the UH Oceanography Department, 'end-

member samples were obtained from the orifice of an underwater hot spring at 20 in depth (temperature
= -95'C, pH = -6), the water feeding the spring was heated by molten lava flowing in a lava tube buried
less than a few meters below the ocean bottom. The water exiting the hot spring had elevated levels of

5



j KUPAPAU POINT SURFACE SEAWATER - 7/26/89

_ ,, 11,000 nM

1500-

1000-E
Soo1

0 INS
I

24 29 34 39 44

Water Temperature, C

S B

Methan, nM KUPAPAU POINT SURFACE SEAWATER - 7/26/89

5

4 .1K
II

I
3

2

24 29 34 39 44

Water Temperature, C

Figure 8. A) Dissolved hydrogen, and B)dissolved methane vs. water
temperature for surface seawater on 7/26/89.



I 3

dissolved Mn (400x ambient seawater) and dissolved Si (40x ambient seawater); dissolved Fe was not
enriched; dissolved Hg was depleted as compared to ambient seawater (Sedwick et al. 1989). These 'end-
member' data will be valuable in interpreting the results 'of the plume research proposed here (see below).



- '' ~ ' " REEARCH HYPOIYESEStl

The resuts of ouriniial sampling at KupapauPoint has suggested a series of research hypotheses

1.Lava-seawater interactions will lead to observabIe c- in the cmposiion of overlying seawater, and
will lead to particle formation in tie resultant surfac plume. The eects of photochemcal reactions will

ledtlwrites of plume.dat T ' he eesuref poceicaecioswl
o n-the plume t have been measured prevously in deep water

hydoihermal'plus e.

2. The temporal and spatial variability of the yolcanic activity will result in observable variation in the
composition, size, and location of the plume. Thedis*persal of this buoyant plume into the surrounding
watei will be a function of the hydi6dyinamic and metebrological conditions.
3. The compo'tion of, the, altered seawater will help, define the nature, of the interactions between

oligotropic seawater and lava. The variability .. .he nearshore lava flows will be used to help understand
the interactions iith both molten and cooled lavas.

4. The surrounding bottom cover, ull show the effects of particle.generating lava-seawater interactions.

5. Measurements of water composition at depth on transects running offshore will indicate the treal extent
of submarine lava flows both downslope and alongslcpe.

The following section describes in detail the specific research we propose to test these hypotheses.

PROPOSED RESEARCH

In general, we will attempt to determine the dynamics of Si, Fe, Mn, NI, Cu, Zn, As, Ca, and Mg in
this system. The objectives of these studies is to determine the cycling of these elements throughout the
resulting buoyant plume, and to use them in order to determine the distribution of active submarine lava
downslope and alongslope.

Samoing, Strate

We propose a series of short cruises to collect water and bottom samples to test the research
hypotheses outlined above. We plan to sample four times in year 1 (tCree times with a 26' commercial fishing
boat, and once with R/V AKla), and three times in year 2 (two times with the fishing boat, and once with
Rita). The boat sampling, which will be conducted over sepaate cruises on two consecutive days, will
emphasize nearshore collection; the Ki/a cruises will emphasize deepwater sites, and will run for three days.

A CTD/transmissometer combination will be used to locate the spatial extent of the hydrothermal
plume. A self-contained CTD system will be purchased partially with project funds (see 'Budget Justification',
below); the transmissometer will be available to us through the courtesy of Dr. Mike Mottl. Seawater
samples will be collected with acid-washed Go-Flo bottles lowered on a Kevlar cable. Suspended particle
samples will be collected by filtering either bottle-collected samples, or samples obtained with a ship-based
peristaltic pump.

6
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Long-Term ULF/VLF Ambient Ocean Noise Measurements
from the Wake Island Hydrophone Array

Charles S. McCreery
Daniel A. Walker

Under this contract, special amplifiers were
designed and fabricated for hydroacoustic monitoring.
These amplifiers provided increased gain and improved
anti-aliasing over earlier models and for enhancement of
both short- and long-period signals. The amplifiers
successful operation is indicated by the high quality of
the data contained in subsequent publications, see
attached final technical report and publication listing
(pp. 8).



orGoIeohy"c soest .

/ .P Ion (808) 956-4779 FAX (808) 956-4780 EAL mosoesgawaaedu
SCHOOL OF OCEAN AND EARTH SCIENCES AND TECHNOLOGY

3I

August 1, 1994

Dr. Randall Jacobson
Science Officer, Code:1125GG
Office of Naval Research
800 Quincy St.
Arlington, VA 22217-5000

Dear Randy,

Enclosed please find the final technical report for N00014-90-J-1683. As
you know, the work is far from complete, but funding is no longer available to
continue the work.

Sincerely,

K. Duennebier

cc: Administrative Grants Officer, ONR
Director, NRL
Defense Technical Information Center
Dr. David Yount, Vice President for Research, U.H.
Dr. Barry Raleigh, Dean, SOEST
Oflce of Research Administration, UHM
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Low Frequency Ocean Noise Analysis

N00014-90-J-1683

Final Technical Report

ANALYSIS OF LOW FREQUENCY OCEAN NOISE:

(I) FROM A LONG-TERM EXPERIMENT ACROSS THE U.S. EAST

COAST, AND

(2) FROM THE WAKE ISLAND HYDROPHONE ARRAY DURING

NORTHWEST PACIFIC TYPHOONS

Charles S. McCreery, Frederick K. Duennebier, and Daniel A. Walker
School of Ocean and Earth Sciences and Technology
University of Hawaii at Manoa, Honolulu, HI 96822

July 22, 1994
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LONG RANGE OBJECTIVES

The long-range goal of this project was a better understanding of the
mechanisms of generation and propagation of ambient ocean noise at
frequencies between about 0.05 and 50 Hz. Although it is generally agreed
that most of the ambient noise in this band is generated by ocean gravity
waves, many questions remain concerni g how these waves act to produce
the wide variety of characteristics observed in the ocean noise spectrum.
Proposed mechanisms of noise generation include open-ocean, shoreline-
enhanced, and storm- enhanced non-linear gravity wave interactions,
shallow water gravity wave bottom interactions, surf, and open-ocean
breaking waves or whitecaps. Propagation mechanisms include acoustic
waves, non-acoustic pressure fluctuations, and Rayleigh waves. We
utilized two unique long-term bottom acoustic data sets to identify specific
noise mechanisms and to evaluate environmental conditions under which
these mechanisms are significant contributors to the ambient noise field.

PROJECT OBJECTIVES

The East Coast experiment, called the Environmentally Controlled
Ocean floor NOise Monitoring Experiment (ECONOMEX), was designed
to sample ambient noise in the water column and on the ocean floor across
the continental shelf and slope east of Chesapeake Bay. A vertical array of
hydrophones in the water column, a horizontal array of hydrophones, and
three-component seismometers were deployed for several months in the
spring of 1991. The experiment was designed to coincide with the Surface
WAve Dynamics Experiment (SWADE) in order to take advantage of their
extensive measurements of surface winds and directional ocean wave spectra
in the same region. This comprehensive and long-term data set permits the
identification of specific poise generation and propagation mechanisms for
the continental shelf and slope, and evaluation of theif contribution to the
noise field under a wide variety of ocean surface conditions.

The primary goal of studying data from the Wake Island Hydrophone
Array is to quantify changes in the noise field due to the extreme ocean
surface conditions produced by typhoons, and to identify mechanisms by
which these storms produce noise. One such storm, Typhoon Doyle,
passed directly over some of the Wake hydrophones in August, 1988, and
numerous other typhoons have passed near Wake since 1982, when the
regular recording of digital noise samples from the array began. A
secondary objective was to identify other mechanisms that contribute
significantly to the noise in deep ocean basins, utilizing this unique long-

N00014-90-J-1683 Final Report July 21, 1994 2



term time series. Although-the Wake study lacks the comprehensive
environmental data available-toECONOMEX, it is aided by regular surface
wind measurements made at Wake Island by the National Weather Service,
and by ocean wave-estimates from U.S. Navy wave models.

SUMMARY OF RECENT RESULTS

Wake Island Hvdrophone Array. Recordings of the low frequency
noise field observed on the Wake hydrophones were made between 1982
and June, 1994. It is planned that recording of this valuable time series will
restarted shortly and continue indefinitely. Analyses of these data up to
1988 were accomplished under this contract. Noise levels in the deep ocean
near Wake show considerable structure in their variation. Winter months are
especially characterized by recurring episodes of increased energy between
0.1 and 0.2 Hz that usually last several days. The episode shown in Figs. 35
and 36 of McCreery's dissertation, lasting from Oct. 29 to Nov. 3, 1988, is
displayed for two of the Wake hydrophones - one at 850m depth (suspended)
and the other at 5500m (bottom-mounted). These figures show the
differences in noise levels from the mean at each frequency for the period
shown. The shallower hydrophone (Fig. 36) detects the direct pressure
signals from longer-period ocean gravity waves, seen between Oct. 30 and
Nov. 3 centered at about 0.06 Hz. Narrow-band striations appear within this
packet of energy, indicating dispersion with low frequencies arriving first.
Making the assumption that this dispersion reflects the arrival time of a train
of gravity waves at the hydrophone, the group velocity dispersion
relationship yields a distance and origin time of waves that are consistent
with generation by a strong extratropical cyclone that was moving to the
northeast off the coast of Japan. This strongly implies that the propagation
mechanism of this noise to the hydrophone is direct pressure variations at the
hydrophone from waves passing overhead. However, increased noise
between 0.1 and 0.2 Hz. arrives at the hydrophones more than a day earlier
than the 0.06 Hz signal. If we assume that this noise was generated by the
same storm, then the higher frequency energy must have traveled to the
hydrophones by a much faster mechanism than ocean surface gravity waves,
perhaps as Rayleigh waves generated at the storm, or at a shore line near the
storm. Although we observe that the higher frequency noise is roughly
twice the frequency of the lower frequency noise, it does not appear likely
that the higher frequency energy is generated by the classical non-linear
wave interaction microseism mechanism from waves passing directly over
the hydrophone, as it arrives much earlier than the lower frequency noise.

An argument in favor of Rayleigh wave propagation for energy near
the microseism peak is that the noise between 0.1-0.2 Hz measured on the
deep hydrophones is 15 to 20 dB higher than levels observed on the shallow

N00014-90J-1683 Final Report July 21, 1994 3



phones. This difference is similar to the relative levels for Rayleigh waves

from earthquakes (FIGURE 1). To investigate this possibility further, a
t prelimjinary frequency-wavenumber analysis was made on this noise using

the deep hydrophones to the north of Wake. Convincing evidence for the

presence of Rayleigh waves was not found, although a more detailed

analysis is warranted.

ECONOMEX. Spectral processing of long-term ambient noise data

from the differential pressure gauges (DPGs) and geophones from

ECONOMEX reveals a complex structure (Fig. 2). These figures show the

difference from average noise level at each frequency as height above the

page lit from the top of the page. While it is difficult to obtain absolute

levels from this plot, the temporal structural changes in noise level are

highlighted. Pressure variations at a depth of 95m on the shelf (top left

figure) are dominated by distinctive modal bands of energy that are subtle or

absent in the vertical geophone record (top right). Also apparent in the

shallow DPG data is the direct pressure signal of ocean swell from a very

distant source, increasing in frequency between 0.05 and 0.07 Hz over a

period of about four days. The gravity wave group velocity dispersion

formula yields a distance of about 14,000 km for the source of these waves,

possibly originating at an Antarctic storm. Similar signals were observed in

the ULF!VLF data off Oregon in 1991. In deeper water, both the DPG and

geophone signals are characterized by packets of energy between 0.1 and 0.2

Hz that are similar to those seen in the Wake data. However, the numerous

narrow features that sweep rapidly downward in frequency over a period of

hours as they grow in strength have not been observed in the deep ocean

near Wake. These narrow features are almost certainly related to increases

in wind speed or changes in wind direction leading to the rapid building of

seas from high to low frequencies. The fact that these features are not

observed at the Wake hydrophones implies that the proximity of a shoreline

is involved with the mechanism. Either the shoreline reflects the waves to

produce wave-wave interactions over the sensors, or the noise is generated

at the shoreline, and propagates to the sensors as Rayleigh waves. Work to

correlate these distinctive features with particle motions and the SWADE

environmental data, and possibly resolve this question, has not been

accomplished.

SUMMARY OF RESULTS IN CHARLES MCCREERY'S

DISSERTATION AND PUBLICATIONS

The HOLU ctrunv The slope of the noise spectrum from roughly

0.4 to 6 Hz often saturates, reaching a particular level which is only

surpassed under special circumstances. This saturation level has been

tN00014-90-J-168
3 Final Report July 21, 1994
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observed many times '(OSS Experiment, ULF/VLF Experiment, and
others). It appears to be related to the ocean wave spectrum directly above
the hydrophone, and the noise level appears to have little or no dependence
on water depth. This saturation level and the slope of the noise curve are
well predicted by the non-linear wave interaction mechanism for
propagation to the ocean floor of pressure fluctuations from ocean wave
activity (Longuet-Higgins, 1963), coupled with the predicted ocean wave
spectrum (Phillips, 1980, and Hasselmann et al, 1976), with the connection
between the wave spectrum and the noise spectrum made by Webb and Cox,
1986. There appears to be no dependence on wave direction in this part of
the wave spectrum. The ocean wave amplitude spectrum saturates at high
frequencies, as non-linear effects transfer energy to lower and lower
frequencies with increasing wind speed and fetch. This saturation level is
characterized by the Phillips' constant of the ocean wave spectrum. The
energy in the wave spectrum is propagated downward, by rie apparently
lossless mechanism described by Longuet-Higgins, as pressure variations
detected by hydrophones. The Phillips' constant is observed in the ocean
acoustic noise spectrum as the HOLU spectrum. This is believed to be a
world-wide constant, independent of ocean depth (except in very shallow
water where the direct pressure mechanism begins to dominate.) At Wake,
the Holu spectrum is observed to have a value of 75 dB re ItPa/4Hz at 4
Hz, and a slope of about -23 dB/oct averaged over many years of data, but
with a standard deviation of less than 4 dB at 4 Hz. This observation is
slightly higher than predicted by the theory, with a slightly lower slope (68
dB at 4 Hz with a slope of -25 dB/oct.) The cause of the difference is
unknown, but is probably a combination of uncertainties in calibration of
the WAKE hydrophones, and lack of continuous saturation at lower
frequencies in the data.

Typhoon Doyle. The crossing of Typhoon Doyle over the Wake
hydrophone array in 1988, provided excellent data for study of the acoustic
noise spectrum under extreme conditions. Of particular interest is the
depression of the HOLU spectrum at the time when winds were strongest
(Figure 32, McCreery Dissertation.) When noise levels above 5 Hz reach
their maximum levels when the wind speed over the hydrophone reaches its
highest levels, noise levels at 2 and 3 Hz are depressed well below expected
HOLU levels. One possible explanation for this phenomenon is that the
high winds and breaking waves generate foam at the ocean surface that
attenuates the higher frequency waves. Note that the depression of the
HOLU spectrum begins and ends at about the same time as the increase in
noise level above 5 Hz (thought to be generated by acoustic noise from
braking waves.)
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Another important observation is the change in noise level as the eye of
Typhoon Doyle passed directly over hydrophone 76 (Figure 33, McCreery
Dissertation.). A slight but significant reduction in the noise level above 2
Hz. is observed, implying that an appreciable amount of the observed noise
at frequencies above 2 Hz is propagated directly to the bottom without a
sigiificant horizontal path.

Correlation of estimated ocean wave spectrum with Wake hydrophone
noise spectrum. The double frequency microseisni mechanism of Longuet-
Higins implies that there should be a strong correlation between wave
height above the hydrophone at one frequency with acoustic noise at twice
that frequency. In Figure 27 (McCreery Dissertation), a correlation is made

rbetween the ocean wave spectrum at Wake predicted by the U.S. Navy
Spectral Ocean Wave Model and the noise levels observed at the same time
by hydrophone 74. This figure clearly shows that the expected 2:1
correlation is not observed, except possibly at frequencies below 0.2 Hz.
Furthermore, the weakest correlation is seen at frequencies between 0.2 and
0.3 Hz, where the microseismic noise is highest. Above 0.3 Hz a strong
correlation between 5:1 and 10:1 is observed. It is unlikely that the SOWM
model could be in error enough to explain this change from the expected 2:1
correlation at frequencies above 0.2 Hz, and we have no explanation for the
observed correlation. The decrease in correlation between 0.2 and 0.3 Hz
suggests that much of the energy in this band (where the microseism peak is
located) is generated at considerable distance from Wake.

Two documents are included as appendices to this report, the
University of Hawaii PhD Dissertation of Charles McCreery, and a reprint
of a paper, Correlation of deep ocean noise (0.4-30 Hz) with wind, and the
Holu Spectrum - A world-wide constant. Although this is a final report,
work still progresses on these results, however slowly due to lack of funds.

1993 PUBLICATIONS SUPPORTED BY ONR

McCreery, C.S., F.K. Duennebier, and G.H. Sutton, (1993), Correlation of
deep ocean noise (0.4-30 Hz) with wind, and the Holu Spectrum - a
worldwide constant, J. Acoust. Soc. Am. 93 (5), 2639-2648.

McCreery, C.S., G.H. Sutton, and T.A. Schroeder (in prep.), Long-term
0.05-1Hz deep ocean noise from Wake hydrophones: relation to north
Pacific storms and waves, J. Acoust. Soc. Am.

McCreery, C.S., F.K. Duennebier, and T.A. Schroeder, (in prep.), Ocean
noise, 0.1-30 Hz, measured under a typhoon, J. Acoust. Soc. Am.
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Calibration of the Acoustic Characteristics of the

SeaMARC II System

Haruyoshi Matsumoto

PROGRESS DURING THE PAST YEAR (1988-89)

Under our current ONR funding, we have worked on
improving the the post, processing methods used on SeaMARC II
data to produce more accurate maps and more faithful acous-
tic image representations of the seafloor surveyed with the
system. The following is a short description of our new
processing capabilities and results.

1. Side-scan mosaicing program
Our conventional method of mosaicing was a typical

"cut-and-paste" technique based solely on the ship's naviga-
tion. This new program allows us to remove the image dis-
tortions caused by changes in the attitude of the fish. The
improved corrections for the navigation, pitch, roll, and
yaw of the fish result in more accurate side-scan mosaics,
and better consistency between neighboring side-scan swaths
(Matsumoto et al:, 1986).

2. Side-scan pixel relocation program

Across the swath, our normal side-scan images are
corrected only for the slant range d~stortion by assuming a
flat bottom geometry. If the relief of the bottom is large,
the error due to this assumption becomes large enough to
distort the image, rendering it inadequate for quantitative
analysis of the data. To correct this problem, we wrote a
program which relocates the pixels across the swath based on
the bathymetry data (Reed, 1987)

3. Side-scan intensity bias correction program

The intensity oz our side-scan data is biased by the
beam pattern and by the system's variable gains designed to
compensate for a generic bottom acoustic scattering func-
tion. A new program has been written to remove all the
system's gains including the beam pattern of the arrays.
The resulting image intensity is unbiased, and individual
pixel values represent relative backscattering coefficients
at increasing angles of incidence across the swath
(Matsumoto et al , 1986).
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4. Normalization program to produce a backscatter coeffi-
cient map at uniform angles of incidence.

A backscattering coefficient map is the synthesis of
all the cepabilities of the SeaMARC II system. This program
requires multiple side-scan images of the same area, but
with different look angles. Each image is processed by the
aforementioned three programs to remove the intensity bias
and the geometric distortions. By coregistering these mul-
tiple images of the same bottom area, the program can derive
the scattering coefficients of that bottom normalized at a
desired angle of incidence These data can then be related
to the type, composition and/or roughness, of the bottom in
the scattering cells whose width are between 50 to 200 m
depending on the accuracy of the coreqistration (i e. navi-
gation accuracy and attitude and bathymetric correction)

A back-scattering coefficient map of a small area near

the Juan de ruca Ridge was computed as a test of this
algorithm (Matsumoto et al., 1986). The results are
encouraging. The corresponding map produced for an angle of
incidence of 45 degrees could be used to assess the rough-
ness characteristics of the bottom in the area. However,
for lack of knowledge of the SeaMARC rI's acoustic source
level, these computed backscatter coefficients are only
relative. In addition, while computing another backscatter
coefficient map (normalized close to the nadir angle, i.e ,
15 degrees) we found that a large amount of intensity bias
remains in the data. This indicates that the system's
response based on the beam pattern data (originally measured
in 1981 at Lake Pend Oreille, Idaho) is no longer suitable
for the corrections required and a new calibration is
needed.

5. Ridge following and ping stacking routine for the phase
data reduction.

For each ping,, the SeaMARC II phase data are regrouped
into a two dimensional sample histogram of travel time vs
phase angle. A new routine stacks the phase data from
several pings and applies an image processing technique
called ridge following. Compared to our conventional rou-
tine of modal picking, the new processing method produces a
less noisy, and more consistent bathymetry map (Matsumoto et
al , 1985).
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E. PROGRESS TO DATE

In the past, the Raman Spectroscopy Facility at HIG has been- used
primarily for studies in geochemistry, petrology, and materials sci-
ences. Since the beginning of our current funding period (March 1987),
however, we have dedicated a portion of the laboratory and a large
portion of our time to adapting the instruments to perform analyses on
aqueous samples. We have successfully obtained spontaneous and reso-
nance Raman spectra from 200-ul samples placed on reflective aluminum
foil using our Micro-Raman probe. We have and will continue to examine
the utility of capillary tubes and hollow fiber-optic as multi-pass
internally reflecting sample containers. Preliminary results and those
of Schwab & McCreery (1987) suggest the usefulness of a capillary wave-
guide technique for analyzing dilute solutes.

Our work thus far has focused on inorganic nutrient sons, We have
repeated the experiments of Baldwin & Brown (1972), Cunningham et al.
(1977), and Furuya et al. (1979) to obtain spontaneous Raman spectra of
NO 3 , NO 2 , and P0 4. We have obtained detection limits (10' - 10"') for
spontaneous Raman scattering comparable to those in the literature. We
are able to obtain our spectra 5 to 180 times faster than previous
reports and at 2.5 to 10% of reported laser powers. The intensified
gated optical multichannel analyzer system (Princeton Applied
Research OMA 111) provides us with most of our advantage. We can run a
complete spectrum with I sec integration times and 60 repetitive scans
in I min, so our sample processing time is reduced and photodecomposi-
tion is much less than previously possible. We have not obtained spon-
taneous Raman spectra for NH 4 yet because a different set of gratings
is required to measure the high frequency shifts observed with this
ion, but we will examine this ion in the near future.

We have improved on sample throughput and laser power require-
ments, and slightly lowered detection limits obtained for nitrate,
nitrite, and phosphate by spontaneous Raman scattering. To further
improve detection limits, we have begun to examine possible enhancement
techniques, such as Surface-Enhanced Raman Scattering (SERS), Resonance
Raman Scattering (RRS), and Waveguide Internal Reflectance Raman Scat-
tering (WIRRS). We have evaluated and continue to evaluate the SERS
effect on ion spectra using silver-coated glass surfaces (frosted glass
and capillary tubes) and metallic colloids (silver and gold) according
to Ni & Cotton (1986) and Lee & Meisel (1982). We have repeated the
experiments of Sheng et al. (1986) to evaluate the effects of sediment-
ation and colloidal particle size on producing SERS activity within our
experimental system. We have confirmed that sedimentation of Ag-col-
oid produces fractions with varying SERS performance presumay due to
varying particle size and degree of coagulation, With 10- M crystal
violet (CV) as an analyte, we obtained SERS enhancement factors of 101
- 10 over CV without Ag-colloid. We found that SERS activity is de-
pendent upon the colloid fraction and time elapsed after mixing analyte
and colloid. For subsequent work, we have employed the most active
fractions of Ag-sol.

Using a chromogenic reaction and RRS with 488 nm excitation,
Furuya et al. (1980) were able to measure 28 nM NO2 in waste and treat-
ed water and projected a detection limit of 10 n,4 By combming RRS



and SERS, we are able to detect NO 2 down to 0.5nM. We repeated the
experiments of Furuya et al. (1980) with the following modifications:
(i) NO2 standards were prepared in distilled water and we employed
Strickland & Parsons (1972) colorimetric reaction to produce an azo
dye, (ii) we used 20mW of laser power at the sample (they used 200mW),
(iii) we used an OMA to obtain 120 one second scans in two minutes
(their scans with a monochromator typically required I - 3 hours !),
and (iv) we added Ag-colloid to produced the combined effects of RRS
and SERS. Spectra obtained froT 0 the 488 n.q excitation line for a range
of NO 2 concentrations (5 x 10" - 5 x 10- M) are presented in Fig.
IV-B 1. The peak at 1070 cm-' seems to remain constant in ittensity
and seems to originate from the reagents. The peak at 1246 cm , how-
evei varies with NO2 concentration and can be detectable down to 5 x
10- M (spectrum B; Fig. IV-B I) which is more than an order of magni-
tude lower than the current standard, i.e., the chemiluminescent tech-
nique (Garside, 1982). We are currently evaluating normalization pro-
cedures for the data and examining the linearity of combined SERS and
RRS responses with NO 2 concentration. Once our tunable laser is on-
line, we will use the same approach to examine the detection limits of
NH 4

+ and PO4 ++  by RRS and SERS.

' Analysis of NO2 by our combination of Raman techniques presents
several potential advantages: (i) extremely low concentrations can be
detected, (ii) small sample volumes are required, e.g., I-ml of sample
was reacted with 0.02-ml of sulfanilamide and naphthylethylenediamine
and 0.1-ml was analyzed, (iii) spectra can be generated in I - 2 min,
(iv) interference from coexistent chromogenic material may not be as
problematic as in colorimetric techniques, and (v) inorganic salts do
not interfere with Raman scattering. We clearly have improved upon the
technique reported by Furuya et al. (1980) by: (i) lowering the detec-
tion limit, (ii) minimizing photodecomposition of the sample, (iii)
increasing sample throughput, and (iv) simplifying sampling procedure.
The linearity of response and limitations of the technique are current-
ly being determined. Natural fluorescent products in field samples is
a potential problem that will be investigated and countermeasures such
as quenching agents and near IR Fourier Transform Raman (pending out-
side funding) will be evaluated.



Figure IV-B I. Combined Surface-Enhanced and Resonance Raman Scatter-
ing (SERRS) spectra of azo dye complex formed with varying concentra-
tions of nitrite. Peak due to NO2 concentration at 1246 cm"1, normali-
zation peak at 1070 cm . Excitation at 488 nm and 20mW. Spectra
produced by Princeton Applied Research OMA Ill using 120 scans, I-sec
integration time, aty% 10 cm - 1 resolution. (A) Reagen 4  blank (1.5 x
scale), (B) 5 x 10-1 1 NO 2 (1.5 x scale), (C) I x 10 M NO (1.5 x
scale), (D) 2.5,:x 10"M' N02 (1.5 x scale), (E) 5 x 10-7M t O x
scale), (F) 5 x 10-6M NO 2 (x scale).
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Applications of Advanced Multichannel Laser Raman
Scattering and Laser-Induced FluorescenceSpectroscopy to Problems in Marine Chemistry

Principal Investigator: Shiv K. Sharma
Social Security No.: 213-90-7366
Telephone: 948-8476

Co-Investigator: Gordon T. Taylor
Social Security No.: 101-44-3458
Telephone: 948-8741

PROGRESS REPORT (March 1988 - December 1988)

During this grant period, our work has been focused on
improving the methodology and detection limit of inorganic
nutrients in seawater using a combination of resonance Raman
scattering (RRS) and surface-enhanced Raman scattering (SERS)
(SERRS = RRS + SERS) on silver colloids. We have found that it
is possible to detect 10*I1 M additions of No'2 ions in
freshwater and seawater. For SERRS measurements, NO' ions were
derivatized as an azo dye complex (Furuya e t al., 1980) whose
absorption spectrum overlaps with the SERS excitation profile for
colloidal Ag sols. The results of this investigation were
reported in a poster paper at the 1988 Spring meeting of the AGU
in Baltimore, May 16-20, 1988 (Sharma et al., 1988; see attached
copy of poster paper for details). It was found that the 1424
cm" band corresponding to the N=N stretch of the azo dye
derivative of No* varies linearly with the added concentration
of nitrite (Fig. f).

Since the AGU meeting, a flow-through ERS sampling system
has been developed and its perfornance has been optimized (Fig.
2). Tests were conducted to determine the optimal flow rate
which allowed for maximal Ag sol-analyte complex formation and
minimized photodecomposition. The system was then modified based
on the results of these tests. The flow-through system has a
sampled volume on the order of nanoliters and requires a total
sample volume of approximately 5-ml. With this system, problems
associated with photodecomposition are minimized and the
reproducibility of spectra from sample to sample has been
substantially improved.

We have made further studies of the colloidal Ag sols with
the intention of improving the enhancement of the SERRS signal.
Ag and Au sols were prepared according to Lee and Meisel (1982),
Sheng et a.l. (1986), Freeman 2t al. (1988), and according to our
modified procedure in which concentrations of reagents (silver
nitrate and sodium citrate) were increased by a factor of 13
(near solubility maximum of rgts.). In accordance with other
authors, we found that Ag sols reduced with citrate were the most
effective SERS producers under our test conditions and were
therefore used in all subsequent measurements. In tests with a
10-6M standard crystal violet (C.V.) analyte, the sols made with



our modified protocol yielded the maximum SERS enhancement in the
Raman spectra (Table 1). Unlike those reported in Sheng et al.
(1986), Ag sols prepared according to Freeman et al. (198a) and
according to our protocol show relatively small effects of
sedimentation on the intensity of C.V. spectra, indicating a more
uniform particle size. We therefore no longer need to sediment
our sols prior to use. Ag sols prepared according to our
protocol had waveumber-dependent enhancement factors of 30,300 to
62,494 relative to unenhanced C.V. spectra and were 7.0 - 7.6
times more effective than the next most effective sol (0-100 ml
fraction Sheng et al., 1986; Table 1).

We have repeated measurements of nitrite in seawater with
these new Ag sols and our flow-through SERS system. The quality
and reproducibility of the spectra has improved considerably. We
are in the process of quantitative analyses of these data. We
plan to present this work at the International Raman Conference
in Calcutta, India, Nov. 2-6, 1988 (see attached abstract). We
are also in the process of examining detection limits for
phosphate, ammonium, and silicate with our improved methodology.

In the second year of the grant (Jan 1989 - Dec 19891, we
propose to continue our evaluation of Raman scattering and laser-
induced fluorescence multichannel spectrometric techniques for
quantitative analysis of low concentrations of nutrients and
selected classes of organic molecules, e.g., dissolved organic
nitrogen (DON) in seawater as outlined in the original proposal.
There are no changes in the second year's budget.
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Table i. Comparison of SERS Intehsities for Variety of Ag Sols
(Analyte = 10 6M Crystal Violet)

Sole Absb Raman Intensities
c  Enhancement Factord

Fraction Max 1175.6 1371.7 1620.9 1175.6 1371.7 1620.9

(m!) (nm) (cm"I) (dimensionless)

(w/o SERS) 589.9 157 184 169 1 1 1

Sheng et al. (1986)

0-100 418.9 43599 41791 78138 4902 4009 8161
100-200 418.9 5983 5597 9180 340 272 485
200-300 418.9 3216 2878 4815 273 208 379
300-400 417.6 5886 5888 10093 438 374 697
400-500 420.2 9396 8955 15663 320 260 495

Freeman et a. (1988)

0-500 418.9 10946 10538 19929 149 122 251
0-10 417.6 4793 4594 8435 86 70 141

100-200 417.6 7206 6733 13179 123 98 208
200-300 416.2 3684 3475 6121 62 50 96
300-400 417.6 6972 6490 12668 119 94 200
400-500 417.6 3714 3568 5942 62 51 92

13x
0-500 445 6 42667 44073 83490 34378 30300 62494

a - Silver sol prepared according to citation and sedimented
l0-d, except for 0-500 fraction. 13x = original recipe

concentrated thirteen-fold.

b - Spectral absorbance maximum of analyte-sol complex.

c - Baseline-corrected peak intensities.

d - Compared to crystal violet without SERS, corrected for beam
attenuation.



FIGURE CAPTIONS

Figure 1. Variation of SERRS intensity at 1424 cm"' (N=N stretch)
for azo dye derivative as a function of added nitrite to
seawater. Y-intercept represents a background -oncentration
of 0.25 gM nitrite in the seawater. Excitatioi = 488.0 nm,
lOmW at sample, slit = 200 gm, exposure time = 1 sec, 60
scans.

Figure 2. Schematic of flow-through SERS sampling system
developed at the Hawaii Institute of Geophysics. Pumping
system is a multichannel peristaltic pump with matched flows
from each pump head.
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Applications of Advanced ultichannel Laser Raman
Spectroscopy to Problems in Marine Chemistry

S. Sharma and G. Taylor

1989 Progress to Date

Although measurements of all major nutrients have been
performed, our work thus far has focused on nitrite in order
to optimize our system and identify problems and limitations.
Initially, we developed our flow injection sampling cell,
silver colloid formulation, and multichannel SERRS detection
using crystal violet as an analyte. Our paper, entitled
"Optimization of a Flow Injection Sampling System for
Quantitative Analysis of Dilute Aqueous Solutions using
Combined Resonance and Surface-Enhanced Raman Spectroscopy
(SERRS)", describing our tqchnique has just been accepted for
publication by Applied Spectroscopy (Taylor et al., 1989).
With 10"M crystal violet (CV) as an analyte, we obtained SERRS
enhancement factors of 3.5 - 6.2 x 10 over CV without Ag-
colloid (RRS). We found that SERRS activity is dependent upon
the colloid preparation technique, time elapsed after mixing
analyte with colloid, and excitation wavelength. We have been
able to obtain spectra for CV as dilute as 1 x 10"12 M.

Using the azo dye derivative of nitrite (Grasshoff, 1983)
and SERRS spectrometry, we obtained Raman spectra for 106 M
nitrite in seawater which are much improved over Resonance
Raman spectra such as presented by Furuya e t al. (1980) (Fig.
1; note scaling factor). We have found that the quality of
these spectra is pH-dependent and best results are obtained at
pH :. 7.2 (Fig. 2). Excellent standard curves with high
correlation coefficients (r2 = 0.989 - 0.999) and near zero
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intercepts were obtained for 0-3 gM additions of nitrite to
seawater using baseline-corrected peak intensities for several
peaks (Fig. 3). Colorimetric analysis of our seawater blank
and reagents indicated a background nitrite contamination of
63 and 11 nM/assay, respectively. As a result of these
relatively high contamination levels, empirical determination
of our limit of detection (LOD) has not been possible thus
far. We are currently taking precautions to reduce
contamination problems, such as using methanol-washed and
recrystallized reagents and UV-oxidized seawater to determine
our LOD directly. Approximate LOD's can be calculated as
three times the standard deviation of the intercept/slope
(Womack et al. (1987) which yields values of 6 - 12 nM. Given
our contamination problems and our experience with distilled
water, we are confident that we can produce lower LOD's with
better reagents and cleaner seawater.

We have analyzed nitrite from offshore depth profiles (20-
1000 m) on two occasions and have encountered difficulty in
accurately determining corrected peak intensities or areas due
to variable baseline drift caused by fluorescence. To address
the fluorescence problem, we analyzed untreated subsamples
from the nutrient bottle casts using our SERS protocol to
examine the distribution of dissolved organic matter (DOM)
that may cause fluorescence. We have obtained distinctive
SERS spectra for each depth indicating compositional
differences in DOM with depth (Fig. 4). As an example, Figure
4 presents SERS spectra from samples from the base of the
euphotic zone (130 m) and from the aphotic zone (1000 m).
Spectra from both samples are obviously complex and contain a
great deal of structural information. These spectra have some
common features and many dissimilarities. For example, both
samples share strong vibrational bands at 1362.8 and 1649.4
cm' which may be attributable to ring breathing mode of a
single aromatic ring (Ar) and double ring breathing mode (Ar-
Ar; e.g. , naphthalene), respectively. Aromatics are
notoriously fluorescent. Without detailed study by
fractionation procedures and introduction of internal
reference standards, we cannot confidently make assignments
for other bands at present. The low frequency bands of the
1000 m spectrum appear to be more complex and have greater
relative intensities than those of the 130 m spectrum
suggesting some compositional differences between the DOM
present at these depths.

Figure 5 presents the depth distribution of peak integrals
for one minor (1004 cm"'; breathing mode of heterocyclic
compound such as pyridine) and two major features. Spectra
were baseline corrected to compensate for fluorescence by
computer-generated polynomials. The relative abundances of
all three vibrational bands (1004, 1363, and 1649 cm" ) appear
to vary with depth. Confidence in these data, however, are
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Fig.re 1, Combined Surface-Enhanced and Resonance Raman (SERRS) spectra

oi azo dye complex formed with 10-6M nitrite addition to seawater (upper

trace) compared to Resonance Raman scattering (lower trace).
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constrained by three correctable limitations: (i) points
represent single samples, i.e., no replication due to limited
sample, (ii) fluorescence varies with depth so baseline is
approximated, and (iii) possible contamination of flow
injection system from previous samples.

We have observed that the baselines of our nitrite spectra
vary with depth presumably due to varying concentrations of
fluorophores which makes quantitative analysis of seawater
from different sources difficult with our current system.
Since the seawater diluent for our nitrite standards is from a
single source, our standard curves are by fluorescence. The
observed depth-dependence in the concentrations of aromatic
materials determined by direct SERS analysis supports this
supposition. We are in the process of modifying our system to
operate with near IR excitation so that we may produce
fluorescence-free SERS spectra.

Analysis of NO, by our combination of Raman techniques
tpresents several potential advantages: (i) low concentrations

can be detected, (ii) small sample volumes are required, e.g.,
l-ml of sample was reacted with 0.02-ml of sulfanilamide and
naphthylethylenediamine and 0.1-ml was analyzed, (iii) spectra
can be generated in I - 2 min, (iv) interference from
coexistent chromogenic material may not be as problematic as
in colorimetric techniques, and (v) inorganic salts do not
interfere with Raman scattering. We clearly have improved
upon the technique reported by Furuya et al. (1980) by: (i)
lowering the detection limit, (ii) minimizing
photodecomposition of the sample, (iii) increasing sample
throughput, and (iv) simplifying sampling procedure. Natural
fluorescent products in field samples is a problem that will
be corrected using near IR Fourier Transform Raman
spectrometry and SERS or UV-RRS.
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